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SUMMARY 

In this paper, we describe numerical studies that have been undertaken to investigate the plausibility of using fiber-optic 

sensing technologies for the measurement of electric fields in geophysical applications. An initial study simulating a 

single fiber wrapped with a piezoelectric polymer (polyvinylidene fluoride or PVDF) showed too low a sensitivity for 

geophysical applications except in very specialized down-hole monitoring situations. This led to a second study whereby 

we simulated fiber being wound around cores composed of lead zirconate titanate (PZT), a ceramic with high piezoelectric 

properties, using two different ‘polling’ and winding configurations. After a brief introduction to the possible advantages 

of measuring electric fields using fiber optics, we will discuss the numerical modeling results and present conclusions on 

the way forward with this measurement technology. 
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INTRODUCTION 

In the last 10 years we’ve seen a rapid increase in the 

deployment of fiber optic sensors for geophysical sensing. 

As described in Hartog (2017), measuring small changes 

in travel-time in pulses of laser light within glass fibers 

due to the stretching or contraction in the fiber allows for 

novel deployments in well completions and surface 

installations of Distributed Acoustic Sensing (DAS), 

Distributed Strain Sensing (DSS), and Distributed 

Temperature Sensing (DTS) measurements. In addition to 

the relatively inexpensive sensor installation and the fact 

that the fiber provides nearly continuous – high spatial 

resolution measurements along its length, a principal 

attraction of these type of measurements for permanent 

installations is that there are no buried or downhole 

electronics. That is, only the fiber is subsurface and all the 

electronics are contained in the interrogator which is 

housed on the surface and can be easily accessed. This 

provides an advantage over traditional permanent 

subsurface installations where electronics are buried and 

often serve as a point of failure. 

Due to the advantages of not having downhole 

electronics, Alumbaugh et al. (2022) numerically 

investigated the plausibility of a downhole completion 

that would enable electric field measurements along either 

the outside or inside of a well completion. As shown in 

Figure 1, the model assumed a fiber wrapped with 

polyvinylidene fluoride (PVDF), which is a flexible 

polymer that has relatively high piezoelectric constants 

(d33 and d13) that transduce electrical to mechanical 

energy (and vice-versa) for a non-ceramic material. Note 

that ‘poling’ the material such that the produced 

mechanical strain is in the same direction as the electric 

field of interest is given by the d33 value, while poling the 

material to produce a d13 value indicates a strain will be 

produced perpendicular to the electric field of interest.  

Though PVDF has piezoelectric constants that are smaller 

than those of high-piezoelectric ceramics such as lead 

zirconate titanate (PZT), the polymer was chosen as the 

material due to its flexibility as it was assumed that 

ceramic materials would fracture and break during 

common fiber installation practices for subsurface well 

completions. Thus, the work of Alumbaugh et al. (2022) 

assumed that the PVDF was poled to produce d13 values 

between 4 and 23 (x10-12 m/V) which would cause the 

fiber to stretch along a well casing due to electric fields 

perpendicular to the casing. The numerical study 

indicated that this type of fiber measurement was far too 

insensitive to most electric field measurements of 

geophysical interest (i.e. the noise level was estimated to 

be 10’s of mV/m). However, it was noted that if an 

electric source could be placed downhole, optical 

measurements in the vicinity of the source could be used 

to define the oil/water mixture as well as identify water 

wet versus oil wet fracture zones post fracking operations. 

Though the initial study strongly suggested that a single 

fiber with a piezoelectric coating would not provide the 

electric field sensitivity required for most geophysical 

applications, it did suggest that layers of fiber wound 

around a PZT may produce high enough sensitivity to 

warrant long-term deployment in downhole or sea floor 

environments to provide monitoring of carbon-

sequestration operations. Therefore, LBNL recently 
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partnered with Paulsson, Inc., a small company with 

experience in building high sensitivity fiber-based 

acoustic and acceleration sensors, to submit a successful 

Phase 1 proposal to the US Department of Energy’s 

(DOE’s) Small-Business Innovative Research (SBIR) 

program (DE-SC0023609). In the remainder of this paper 

we first describe the sensor configurations that were 

simulated using a modified version of the SIMPEG2D 

code described in Heagy and Oldenburg (2019), and then 

describe the workflow used to convert calculated electric 

fields to mechanical strain in the fiber which allows us to 

estimate the electric field noise floor per layer of fiber 

wound around piezoelectric cores. Ultimately these 

theoretical noise floor estimates will be compared to lab 

measurements of sensors that are currently being 

assembled in Paulsson, Inc.’s Van Nuys, CA facilities. 

 

Figure 1: Electromagnetic properties of the model used 

to simulate the electromagnetic response of a PVDF-

coated glass fiber in an otherwise homogeneous medium 

as simulated by Alumbaugh et al. (2022). 

 

ELECTROMAGNETIC MODELS AND SIMULATIONS 

For the lab measurements that will be undertaken in Phase 

1 of this SBIR project, we are working with APC 

International, Ltd (https://www.americanpiezo.com/) to 

manufacture and supply the piezoelectric materials 

necessary to build the transducer. To build the 

electromagnetic property models as well as estimate the 

strain the cores will place on the fiber, we used 

electromagnetic material and piezoelectric values for two 

different PZT materials from a book published by the 

company (APC International Ltd.,2011) which are given 

in Table 1. Note that the PZ840 and PZ855 represent end 

members of the PZT offerings from APC in terms of the 

loss tangent values that were used to determine the 

conductivities and dielectric constants, as well as the 

piezoelectric constants. In addition to providing a 

theoretical analysis for these two different materials, we 

also tested two different core and winding configurations 

as shown in Figure 2; a core that uses end-to-end windings 

to make use of d33-generated strain produced along the 

length of the core in the same direction as that of the 

electric field being measured, as well as a ‘solenoidal’ 

type of winding that makes use of d31-generated strain in 

the direction radially perpendicular to that of the electric 

field being ‘measured’. Note that the core for the latter is 

a hollow cylinder which is necessary to property ‘pole’ 

the material with a d31 piezoelectric constant and the fiber 

for the former will be wound around caps on the top and 

bottom such that the minimum bending radius of the fiber 

is maintained.  

 

 
Table 1: Electromagnetic and piezoelectric properties of 

two different lead-zirconate compounds examined in this 

study. From APC International Ltd. (2011). 

 

 
(a) 

 
(b) 

 

Figure 2: (a) Two different core and optical winding 

configurations simulated in this study. The red lines 

represent the optical fiber winding directions for the two 

cases, while the blue solids represent the shape of the 

piezoelectric core material. In the left most wind the 

transducer will have caps that ensure the minimum 

bending radius of the fiber is maintained. (b) A vertical 

cross-section through the solid cylinder model showing 

how the model was set up. Note that the diameter of the 

core is 5cm. 

 
The numerical algorithm used is a version of SIMPEG2D 

(Heagy and Oldenburg, 2019) that has been modified to 

account for the dielectric constant values shown in Table 

1 via the inclusion of a complex conductivity term. A 

https://www.americanpiezo.com/
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vertical cross section through the solid cylinder model 

with dimensions and resistivity values outside of the core 

are shown in Figure 2b. In order to produce a fairly 

uniform vertical electric field across the region of interest, 

two electric dipoles were used with one located 4m off  

each end of the core as shown in Figure 2b. Calculations 

of the electric fields were made at different locations 

within the core as well as just outside of it at 10Hz, 100Hz, 

1kHz, and 10kHz. Note that for geophysical applications 

we want to go to lower frequencies; however, the 

numerical solution became less stable below 10Hz. Thus, 

for initial testing, we limited the calculations to 10-10,000 

Hz. In terms of background resistivities we used two; 

0.1S/m and 3.3S/m to represent ‘average’ earth and sea-

water conductivity values. 

 

Examples of the electric field calculations for the solid 

PZ855 core embedded in sea-water are shown in Figure 3 

with 3a depicting the 100 Hz results and 3b depicting the 

10 kHz solution. Here EZ represents the ‘vertical’ electric 

field we are trying to measure with the piezoelectric 

device, and EX the radial or horizontal component. Note 

that; 1) the electric field amplitudes are ‘amplified’ across 

the core boundary due to the much higher resistivity of the 

core material compared to that of the background; 2) the 

vertical electric field is fairly uniform in amplitude along 

the length of the core as well as with radial position; 3) 

the vertical electric fields are at least one order of 

magnitude higher than the strongest horizontal fields; and 

4) the horizontal field amplitude goes to zero at the center 

of the core which is caused by the orientation of the two 

electric dipoles. Because we are only interested in 

‘measuring’ the vertical field, which is much stronger 

than the horizontal, we don’t need to worry about the 

behavior of the horizontal field. 

 

 
(a) 

 
(b) 

Figure 3: Electric field calculations for the solid PZ855 

core located in seawater at (a) 100 Hz and (b) 10 kHz. 

Here EZ represents the electric field which we are 

interested in measuring and EX the horizontal or radial 

field. The two sets of calculations are for the center of the 

model and for just inside the edge of the core. The left-

hand figure is amplitude and the right-hand is phase. Note 

that the phase calculations are not used in the subsequent 

piezoelectric transducer noise calculations. 

 

PIEZOELECTRIC SENSOR NOISE-FLOOR ESTIMATES 

To estimate electric field noise floor estimates we used 

the following workflow for the two optical fiber winding 

configurations. 

1. Calculate number of turns of fiber per core for 105m 

diameter fiber (up-buffered polyimide coating): 

a. Hollow cylinder with solenoidal windings: 5442 

turns. 

b. Solid cylinder assuming 2cm square plates with 

end-to-end windings: 459 turns. 

2. Calculate length of stretchable fiber for a single 

winding layer of core assuming number of turns 

given above: 

a. Hollow cylinder with solenoidal windings: 

391m. 

b. Solid cylinder with end-to-end windings: 466m. 

3. Use the calculated vertical electric fields from the 

modeling described in the previous section: 

a. Inside core:  

i. Hollow cylinder: just inside outer edge. 

ii. Solid cylinder: in center of core. 

b. Outside core. 

4. Multiply Piezoelectric Charge Constant in Table 1 by 

electric field inside core to determine the 

piezoelectrically generated strain produced on the 

fiber. 

5. Multiply calculated strain by stretchable length of 

fiber determined in 2) to get amount of fiber-stretch 

per layer of optical fiber windings. 

6. Divide the amount of fiber stretch by the interrogator 

noise floor (7.4E-11m) and multiply the electric field 

outside of the core in the homogenous medium by 

this ratio. This provides the estimated electric field 

noise floor or conversely, the sensitivity of the sensor.  

 

The optical noise floor is derived from commercial optical 

sensing systems utilizing interferometric sensing 

configurations. The estimated noise floor as a function of 

frequency that are estimated by applying this workflow 

for the two different core and winding geometries in 

Figure 1 are given in Figure 4a for the solenoidal winding 

geometry and Figure 4b for the end-to-end winding 

configuration. The four curves in each plot represent 

results for different core materials and background 

resistivities. Note that the core material has a much bigger 

effect on the noise floor than the background resistivity. 

The higher sensitivity/lower noise floor provided by the 

PZ840 material is likely due to it having over an order of 

magnitude lower resistivity than PZ855, even though the 

PZ840m also has a lower piezoelectric charge constant. 

Also note that the end-to-end winding produces better 

noise-floors than the solenoidal winding for the same size 
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core. This can be expected due to the larger d33 values 

shown in Table 1 when compared to d31. Lastly, note that 

the noise floor increases (i.e. sensitivity decreases) as the 

frequency gets lower. This most likely is due to the ratio 

of EZ inside the core to outside the core decreasing with 

decreasing frequency as shown when comparing Figure 

3a to 3b. 

 

 

 
(a) 

 

 
(b) 

Figure 4: Electric field noise floors as a function of 

frequency estimated for the a) solenoidal-hollow cylinder 

core configuration shown in Figure 1, and the (b) solid 

core – end-to-end winding sensor configuration. The blue 

and red curves represent estimates for the PZ840 material 

embedded in the two different background resistivities, 

and the yellow and grey curves for the PZ855 PZT. 

 

DISCUSSION 

The numerical results for optical fiber sensing of electric 

fields that we have presented makes assumptions that may 

result in inaccurate predictions. Most notable of these is 

that the conductivities and dielectric permitivities given in 

Table 1 that were used in the modeling effort were derived 

from the book provided by the manufacturer (APC 

International Ltd.,2011). Independent internet searches 

have shown reported conductivities of PZT to be much 

lower; however, modeling of these lower conductivity 

materials imply a high contrast between the background 

and core material which can result in numerical 

instabilities. A second factor that we have not included 

here is the possibility that other electric field components 

(i.e. EX and EY) could also cause a response in the 

piezoelectric material which could contaminate the 

response. On the other hand, the noise floor calculations 

assume a single layer of fiber on 0.6 m long cores. More 

wraps of fiber as well as longer cores will only improve 

the sensitivity. In any event, the next step in this project is 

to build prototypes of the sensors simulated in this paper 

and measure the frequency response in a small water filled 

tank. This will allow us not only to determine the accuracy 

of our calculations, but also determine if further studies of 

this type of sensor is warranted. 

 

CONCLUSION 

In this paper we have presented a numerical study to 

examine the possibility of making electric field 

measurements using optical fiber wound around different 

PZT materials. Though the results look promising, the 

estimated electric field sensitivities (~0.1mV at 10Hz to 

0.1 V/m at 10kHz) still look less than the 1pV/m to 

1nV/m noise floors provide by connecting two electrodes 

up in a dipole configuration. Thus, the next phase of this 

project will involve making measurements on prototype 

sensors in the lab. After these measurements are made we 

will look at methods to enhance the sensitivity to 

determine if this type of electric field sensor is worth 

pursuing. 
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Summary

We propose a new approach to Gauss-Newton optimization to solve the three-dimensional VTI-anisotropic
controlled-source electromagnetic inverse problem. The main two bottlenecks of the Gauss-Newton implemen-
tation are computation and storage of the large Jacobian matrix, and large memory and time required for the
solution to the system of normal equations. To overcome the �rst issue, the simulation and optimization meshes
are decoupled with the use of node-based basis functions. This signi�cantly reduces the number of optimization
parameters and hence the memory requirements. The second issue is solved by using a new preconditioner in
Conjugate-Gradient solver. Our preconditioner is based on a limited-memory quasi-Newton approximation to
the inverse of the Hessian matrix and reduces number of Conjugate-Gradient iterations. This preconditioner is
much more e�cient than the commonly used Jacobi preconditioner. To further reduce the computational time
the code is parallelized in a hybrid manner using MPI and openMP. The method is validated with an o�-shore
controlled-source electromagnetic dataset acquired at the slow spreading Mohns ridge located east of Greenland
and southwest of Svalbard.

Keywords: CSEM, 3D, inversion

Introduction

The solution to a geophysical inverse problem is com-
monly sought through minimization of an objective
function. To �nd such a minimum in the large-scale
3D case, the gradient-based or Gauss-Newton (GN)
optimization methods are employed. While gradient-
based methods are less demanding in terms of com-
puter resources, Nguyen et al. (2016) showed that GN
method can lead to a much better inversion results.

The GN method relies on the computation of the Ja-
cobian matrix that contains information about the
derivatives of the simulated data with respect to con-
ductivity. Storage of the Jacobian matrix requires a
huge amount of memory, especially in the 3D case.
Moreover, due to the dense structure of the Jacobian
matrix, the matrix-vector multiplications needed for
solving the GN system of normal equations can be-
come very expensive.

Many researchers proposed strategies to make 3D GN
inversions feasible (see, for example, Li et al., 2011;
Grayver et al., 2013; Amaya et al., 2016; Mittet &
Avdeeva, 2023). Some straightforward solutions are
to use a subset of the measured data or coarse in-
version grids, but the choice of the subset or the
coarsening is subjective and relies on the geophysi-
cist's experience, and may lead to a loss of important

information. A more advanced approach by Amaya
et al. (2016) combines several source positions for
simultaneous-source simulations. The resulting Hes-
sian matrix can be described as a low-rank approxi-
mation to the GN Hessian.

To reduce the memory usage and the computation
time while preserving the quality of the inversion
results, Li et al. (2011) proposes a compressed im-
plicit Jacobian scheme. It is therefore not necessary
to store the large Jacobian matrix in memory, but
this scheme comes at the price of some computational
overhead. In this scheme the Jacobian matrix multi-
plication with a vector is converted to a matrix-vector
operation of the �eld matrices with this vector. To
further mitigate the computational overhead they ap-
ply the adaptive cross approximation method to com-
press one of the �eld matrices.

We propose an alternative solution to the problem.
To reduce memory required by the Jacobian we use
node-based basis functions to decouple simulation
and optimization meshes. This strategy is discussed
in detail in Mittet & Avdeeva (2023), where it is suc-
cessfuly veri�ed for a 2.5D case. In this abstract we
focus on bottlenecks of the numerical implementation
and give recepies on how to overcome these bottle-
necks. We present a solution that can be applied to
a large 3D data sets, with relatively modest compu-
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tational resources. In addition, to speed up the solu-
tion of the system of normal equations a new precon-
ditioner for Conjugate-Gradient (CG) solver is sug-
gested. We validate the inversion on both 2.5D and
3D marine controlled-source electromagnetic (CSEM)
datasets.

3D CSEM GN inversion methodology

The goal of a VTI-anisotropic CSEM inversion is to
�nd the distribution of the model parameters m, for
example the electrical conductivity σ = (σh,σv), in
the volume of interest V from observations of electric
and magnetic �elds excited by sources xs at receivers
xr. This is sought through minimization of an objec-
tive functional:

φ = φd + λφs → min
λ,m

, (1)

where φd and φs are the data mis�t and regulariza-
tion terms. The data mis�t is a weighted di�erence
betweed predicted and observed data

φd(m) =
1

2
∥f(m)− dobs∥2WT

d Wd
, (2)

and the regularization term is a standard stabilizing
functional based on the gradients of the model, that
steer the solution towards a smooth model. Matrix
Wd is a diagonal matrix with the data weights.

After second-order Taylor expansion of equation 1,
we obtain the GN system of normal equations[

ℜ
{
JH
mWT

dWdJm

}
+ λ∇2

mφs (m) + αI
]
p =

−ℜ
{
JH
mWT

dWd

[
f(m)− dobs

]}
−λ∇mφs (m) ,

(3)

here p is the search direction vector, and Jm ∈
CNd×Nm is the Jacobian matrix, consisting of partial
derivatives of the data with respect to model parame-
tersm. Nd andNm are the number of data and model
parameters, respectively. The sought after model up-
date vector δm is found by a line search along the
direction p. The vector σ is obtained from m by a
set of parameter transformations.

To improve the condition number of the sys-
tem the matrix on the left of the eq. 3, a
small damping term αI is added. In the be-
ginning of the optimization process, α = 0.01 ∗
diag

[
ℜ
{
JH
mWT

dWdJm

}
+ λ∇2

mφs (m)
]
.

For the realistic size VTI 3D inverse problem and in
case m = σ, the Jacobian matrix Jσ can be in the
order of hundreds of TB (see Table 2 for a few ex-
amples). Such matrices are di�cult to store and ma-
nipulate even on modern computer architectures. To

reduce the memory requirements we propose to de-
couple the simulation and the optimization domains
by a set of parameter transformations which are dis-
cussed in the next section. After the transformations
the memory requirements for one Jacobian could be
reduced from hundreds of TB to tens of TB, or even
less depending on the user's choice. This memory re-
quirements can still be large and therefore we propose
a hybrid MPI/OpenMP implementation to split the
problem between compute nodes and cores of a clus-
ter in a scallable manner. After Jacobian is computed
and can be stored in memory, the system of normal
eqs. 3 is solved with the Conjugate-Gradient (CG)
solver. To improve the convergence of the solver, a
new preconditioner is suggested below.

Overcoming bottlenecks

Parameter transformations

In this section we introduce a set of parameter trans-
formations that signi�cantly reduces memory require-
ments needed for computation and storage of the Ja-
cobian matrix. In total we perform three transforma-
tions of parameters:

� from conductivity σ ∈ R2×nx×ny×nz
to un-

bounded parameters χ ∈ R2×nx×ny×nz
, here

nx, ny, nz are number of nodes in simulation
mesh along three orthogonal directions;

� from χ ∈ R2×nx×ny×nz to �at seabed parame-
ters χ̃ ∈ R2×nx×ny×mz

. Note that the number
of the vertical nodes mz < nz, and the size of
parameter vector is reduced, mostly due to the
fact that the water is not anymore part of the
domain;

� from χ̃ ∈ R2×nx×ny×mz
to a coarser inver-

sion parameterization m ∈ R2×no
x×no

y×no
z
. This

transformation is based on node-based basis
functions. Superscript o denotes optimization
mesh.

These transformations are discussed in detail in Mit-
tet & Avdeeva (2023), here we only focus on the
last one, since straightforward implementation of this
transform can lead to large memory requirements and
signi�cant computational time.

To make the explanations simple we resort to a 1D
case for now. As mentioned in Mittet & Avdeeva
(2023), the parameter χ̃(x) can be considered contin-
uous, if on the interval [0, xmax]

χ̃(x) =
∑
n

χ̃nϕn(x), (4)
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where χ̃n and ϕn(x) are node values and sinc ba-
sis funtions centered at nodes xn, respectively. The
sampling interval is the same as in a simulation grid.

Alternative representation of χ̃(x) with a new set of
basis functions ψν and node values mν is

χ̃(x) =
∑
ν

mνψν(x). (5)

In this representation the sampling interval is 2 to
5 times coarser than in the simulation domain. The
coe�cients mν are the unknowns in the optimization
problem.

In the 1D case, to perform the transformations from
χ̃ to m and back, we form three transformation ma-
trices

A
(x)
ln =

∫ xmax

0

ϕn(x)ϕl(x)dx,

B(x)
γn =

∫ xmax

0

ψγ(x)ϕn(x)dx, (6)

C(x)
νγ =

∫ xmax

0

ψν(x)ψγ(x)dx.

For the 3D case, much larger matrices C, B and A
are computed. For example,

CΓΛ = C(x)
νγ C

(y)
αβC

(z)
λκ . (7)

Matrices A, B are formed similarly.

With these matrices the parameter transforms are
given as

Aχ̃ = BTm, (8a)

Cm = Bχ̃. (8b)

The sizes of the transform matrices depend on the
number of elements in the parameter vectors χ̃ and
m, respectively, and can become large. However, due
to the use of nodal basis functions A,B and C are
sparse. Examples of the memory requirements for
these matrices are shown in Table 1.

In the 1D and 2.5D cases, it is possible to perform
and store their factorizations once, before the ini-
tial inversion iteration, and use direct solvers, such as
MUMPS, to perform the necessary transformations.
In the 3D case, the matrices are large, especially ma-
trix A, and factorization and direct solvers are not
anymore a suitable choice. In the 3D case, a CG
solver with the Jacobi preconditioner is used. Since
both matricesA andC are diagonal-dominant the Ja-
cobi preconditioner gives good convergency, normally
with less than 10 iterations to achieve relative resid-
ual error of 10−5. We employ a CG solver from the
Eigen C++ library (see Guennebaud et al., 2010).

During the inversion we need to compute the Jaco-
bian with respect to the parameters m. In this case,
we need to solve the following system of equations

AJm = BTJχ̃. (9)

Due to the large size of the matrix Jχ̃ the CG solu-
tion of the system 9 would be computationally very
expensive. Therefore, instead we use the following
approximation

Jm ≈ diag−1 (A)BTJχ̃. (10)

Our tests showed that this approximation is su�-
ciently good.

Note that we do not need to compute the whole ma-
trix Jχ̃, but depending on the available memory we
can compute only a small number of rows, that we
transform using equation 10 to form a part of matrix
Jm, and then continue with the next portion of rows.
We will discuss this below in section on the hybrid
MPI and openMP implemetation.

Preconditioning CG solver

After the Jm is computed, the system of normal equa-
tions 3 can be solved with CG solver. We do not com-
pute or store the system matrix of eq. 3, instead the
action of Jm and JH

m on a vector are implemented.
To speed up the computations we keep both matrices
Jm and JH

m in memory.

It is well known that the number of CG iterations
could be greatly reduced by �nding a good precondi-
tioner. Normally in 3D CSEM inversion the diagonal
Jacobi preconditioner is used.

We propose a preconditioner based on a limited-
memory quasi-Newton approximation to the inverse
of the Hessian matrix. At each GN iteration k, we
use the L-BFGS two loop recursion algorithm from
Nocedal & Wright (1999), to construct the precon-
ditioner. In the two loop recursion, we choose the
diagonal matrix H0

k to contain the inverse of the di-
agonal of system matrix on its diagonal. The com-
putation of the diagonal of the system matrix is not
very expensive and is computed anyway, to decide on
the damping factor α (see eq. 3).

To make sure that this preconditioner is successful
we propose a damped version of L-BFGS, in which
vectors sk = mk+1 −mk are modi�ed as follows:

s̃k = θksk + (1− θk)Hkyk, (11)

here the scalar θk is de�ned as

θk =

{
1, if τk ≥ 0.2

0.8/ (1− τk) , otherwise
, (12)

3/6



Avdeeva et al., 2023, Resolving bottlenecks of 3D VTI-anisotropic CSEM GN inversion

with τk =
sTk yk

yT
k Hkyk

, yk = gk+1 − gk, gk =
(

∂φ
∂m

)
k

and Hk is L-BFGS approximation to the inverse of
the Hessian matrix.

Similar approach was proposed in Nocedal & Wright
(1999), but there it was formulated for the Hessian
approximation Bk+1, while we are interested in the
update to the inverse of the Hessian Hk+1.

The change to vectors sk ensures positive de�niteness
of our preconditioner Hk+1. Note that θk = 0 gives
Hk+1 = Hk, and θk = 1 gives the Hk+1 matrix ac-
cording to the unmodi�ed L-BFGS method, so the
values of θk between 0 and 1 gives a matrix that in-
terpolates between these two cases. In Figure 1 we
show the comparison of three 2.5D GN inversion runs
in terms of the number of CG iterations per GN it-
eration. From the �gure we see that solving the sys-
tem without a preconditioner is very ine�cient (black
curve). The new preconditioner (red curve) for the
most of the GN iterations performs at least 2 times
better than the Jacobi preconditioner (blue curve).
This approach was also tested on inversion of various
3D datasets and most of the time the number of CG
iterations stays below 300.

Figure 1: E�ect of CG preconditioner on a num-
ber of CG iterations. Number of CG iterations
is plotted for each GN iteration. Here Atlab3
dataset along central pro�le is inverted with
2.5D inversion.

Parallel implementation

To further speed up the computations we parallelize
our solution. For the forward simulations the paral-
lel implementation is straightforward, the responses
from various sources are computed simalteneously on
di�erent cores. The parallel implemetation for Jaco-
bian computation and CG solution to the system of
normal equations is a bit more complicated.

The Jacobian is distributed by rows to various com-
pute nodes. Depending on the available memory only
a small number of rows of Jσ is computed on the

nodes at the same time. Then all three parameter
transformations are performed, which �lls some por-
tion of rows of a distributed matrix Jm. This process
is repeated until the whole matrix Jm is �lled. We use
the PETSc library (Balay et al., 2023) to distribute
and manipulate the matrix Jm. This library uses the
message-passing model for parallel programming and
employs MPI for all interprocessor communication.

The transformations of the Jacobian computed on
each node are also parallelized by the use of openMP.
The �rst two transformations of the Jacobian are
straightforward. For the last one, every node has
to have access to matrix BJ = diag−1(A)BT (see
eq. 10). To reduce the memory requirements and also
to speed up the sparse-dense matrix multiplications
BJJχ̃, in the matrix B we set elements Bij to zero
when Bij < ε ∗ max

ij
(Bij). While for the parameter

transformations 8 we use ε = 10−5, for the Jacobian
transformation 10 the coe�cient ε = 10−2. Multiple
synthetic tests demonstrate that there is no quality
degradation when using these values of ε.

We use openMP to speed-up all matrix-vector mul-
tiplications, required at each CG iteration. To solve
the system of eq. 3 we utilize the CG solver provided
within the PETSc library.

GN Inversion Applications

Application to Atlab-3 CSEM data

In this section we apply our inversion scheme to a
dataset acquired at Mohns ridge by the ATLAB con-
sortium. The consortium was formed by NTNU in
2016 with the aim to utilize a wide variety of geo-
physical data, in order to investigate the nature, dy-
namics, diversities and resources at mid-ocean ridges
and oceanic plates. Since 2016 data was collected at
the Mohns and Knipovich ridges, including CSEM,
MT, seismic, chemical and biological data.

Johansen et al. (2019) presented the �rst CSEM in-
version results from the Mohns ridge. They invert
Atlab-1 data (green dots on Figure 2). Mittet &
Avdeeva (2023) improved resolution and expanded
the 2.5D CSEM inversion results, by inverting both
Atlab-1 and Atlab-3 (blue and red dots on Figure 2)
datasets. In this abstract we invert Atlab-3(2) data
acquired in 2022 at the Mohns ridge (red dots). The
data are measured along three pro�les perpendicular
to the Atlab-1 line, which facilitates 3D interpreta-
tion.
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Figure 2: Locations of Atlab-1 and Atlab-3 datasets.

Each pro�le consists of 80 transmitters and 6 receivers
separated by approximately 100 m and 800 m, re-
spectively. The data at 1.6, 4.8, 8 and 11.2 Hz are
inverted. The water depth in the area is approxi-
mately 2450 m and the bathymetry is relatively �at.
The information on mesh sizes and memory require-
ments for the transformation and Jacobian matrices
are shown in the �rst and third rows of Tables 1 and
2 for 2.5D and 3D inversions, respectively. The min-
imum total memory required for the inversion runs
is 0.8 GB and 1.4 TB for 2.5D and 3D inversions,
respectively.

Figure 3 compares vertical resistivity images obtained
by the 3D and 2.5D inversions along the central
Atlab-3(2) pro�le. The results are very similar and
�t the data to an RMS of 1.1. Both images compare
well with the overlayed seismic cross-section. The
resistive layer obtained by 3D inversion has slightly
more structure and the change in depth to the top of
this layer below the 4th receiver is more obvious.

Conclusions

We propose a new algorithm for 3D VTI-anisotropic
CSEM inversion, based on the Gauss-Newton opti-
mization. To reduce the memory requirements of
the Gauss-Newton method we suggest to decouple
the simulation and optimization domains, using node-
based basis functions. We show that, in the 3D case,
the memory required by the Jacobian can be reduced
from hundreds to tens of TB. To speed up the CG
solution of the GN system of normal equations the
new preconditioner is suggested. This preconditioner
is at least two times more e�cient than the com-
monly used Jacobi preconditioner. With this new
GN scheme a large datasets can be inverted in 3D
with modest computer resources. The algorithm is
succesfully validated on 2.5D and 3D marine CSEM
datasets acquired at Mohns ridge.
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(a) 3D, RMS = 1.12:

(b) 2.5D, RMS = 1.15:

Figure 3: Comparison of 3D (top) and 2.5D (bottom) inversion results. The vertical resistivity images along
central Atlab3 pro�le are shown. The seismic cross-section is plotted on top of the resistivity images for
comparison.

problem size nx × ny × nz nox × noy × noz A (GB) B (GB) C (GB) BJ (GB)

2.5D, Atlab-3(2) 415× 1× 167 157× 1× 43 0.75 0.32 0.77 0.003
3D, small 94× 169× 77 26× 53× 23 5.2 6.5 0.007 0.06

3D, medium, Atlab-3(2) 228× 214× 167 104× 97× 66 40.6 45.7 0.15 0.57
3D, large 622× 514× 101 199× 161× 18 313 233 0.13 1.1

Table 1: Examples of memory requirements of the transformation matrices.

problem size Ns Nr Ntr Nfr nx × ny × nz Jσ (GB) nox × noy × noz Jm (GB)

2.5D, Atlab-3(2) 80 6 480 4 415× 1× 167 3.98 157× 1× 43 0.39
3D, small 57 12 467 3 94× 169× 77 102 26× 53× 23 2.6

3D, medium, Atlab-3(2) 240 18 4320 4 228× 214× 167 8392 104× 97× 66 685
3D, large 700 139 54813 5 622× 514× 101 527483 199× 161× 18 9421

Table 2: Examples of reductions of memory required by the Jacobian matrix. Here we assume that we invert
�elds (Ex,Ey,Hx,Hy) and (Ex,Hy) in 3D and in 2.5D cases, respectively.
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AEM Surveys Applied for Iron Formation Mapping: A Proxy for Iron Ore Exploration
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Summary

The use of Airborne Electromagnetic data in iron ore exploration is yet not a standard approach to map mineralized
iron formations and their relations with the host rocks. However, initial results conducted by VALE’s ferrous geophysics
team have been demonstrating promising on the potential use of such methodology. Both time and frequency domain
data demonstrated a clear spatial correlation of strong resistors with the position of known mineralized iron formation
layers in the Serra Sul region, Carajás Mineral Province, Brazil. This paper presents the first results and discusses the
future challenges regarding the use of this type of data.
Keywords: AEM, Mineral Exploration, Iron Ore

Introduction

In mineral exploration, the Airborne Electromagnetic
Methods (AEM) have become the benchmark in the
geophysicist’s utility belt to map highly conductive tar-
gets related to base metals mineralization. The variable
set of AEM methods has demonstrated its effectiveness
in mapping conductive massive sulfides related to all
sorts of deposit styles for base metals, like porphyries,
volcanogenic-hosted-massive sulfides (VHMS), orogenic
gold, iron-oxide-copper-gold (IOCG), among others, for
more than five decades - Okada (2022) and Ley-Cooper
& Viezzoli (2017). However, concerning the exploration of
iron ore with supergene alteration genesis, the method is
still not a standard approach, with very scarce literature
related to it, limiting it to a few case studies in the
Hamersley Basin in Australia, as presented by Neroni et al.
(2016) and Flis et al. (1998), although it demonstrated its
significant value in mapping mineralized iron formations.
VALE’s ferrous geophysics team in Brazil has been con-
ducting a set of experiments regarding the use of AEM
data to delineate the mineralized iron formation layers
in the Carajás Mineral Province (CMP) and in the Iron
Quadrangle Mineral Province (IQMP), Northern and
Southeast Brazil, respectively. The early experiments
started in 2020, with the execution of more than 18,000 km
of RESOLVE surveys, a frequency domain electromagnetic
(FDEM) airborne system. Most of these surveys focused on
geotechnical and hydrogeological studies, but a few blocks
were conducted over mineralized iron formation in both
CMP and IQMP. These surveys demonstrated important
resistive anomalies related to the iron ore formations.
Particularly, in the CMP, these resistive anomalies clearly
present a strong spatial correlation with known mineralized
iron formation in the Serra Sul iron mine. The compar-
ison of these results with historical GEOTEM surveys, a

transient electromagnetic (TEM) airborne system, showed
a strong correlation of known mineralized iron formation
with resistive zones on the district scale, supported by
petrophysical data in key lithotypes related to the mineral-
ization. These results supported and encouraged the execu-
tion of more than 7,000 km of Helitem surveys in the CMP,
focusing on key iron ore targets, with promising results to
offer more detailed resistivity mapping compared to the his-
torical data and a significant complement to the standard
approach in iron ore mapping, i.e., Airborne Gravity Gra-
diometry (AGG) and Airborne Magnetics (AMAG). This
paper presents the Serra Sul results of these experiments
conducted by the VALE ferrous team so far and points out
future directions in AEM research for iron ore mapping.

Area of study

The study area is in the Serra Sul region in the CMP,
Pará State, Brazil, particularly in the S11D mine and the
S16 target (Figure 1a). In this area, the iron formation is
composed by compact jaspelites layers from the Carajás
Formation at the botton of the sequence, followed by friable
hematite towards to the top of the layer, due to the super-
gene alteration process - Silva & Costa (2020). On the top
of it, iron crust occurs as the product of the foremost super-
gene alteration process within the iron formation. The host
rocks for the iron formation are composed by metabasalts
from the Igarapé-Cigarra and Parauapebas Formations
to the North and South, respectively (Figure 2b).
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Material and Methods

The AEM Surveys

The AEM surveys studied in this work are composed
of GEOTEM, Helitem, and RESOLVE data. The basic
system information and flight specs are presented in Tables
1 and 2 for the airborne TEM and FDEM systems, re-
spectively. All surveys present the magnetic data acquired
jointly, but only the AEM data will be discussed here.

Specification GEOTEM Helitem
Base Freq. (Hz) 90 30
Waveform Type Half-sine Rectangular

Pulse Width (ms) 2.08 8.89
Dipole Moment (NIA) 418,000 461,000

No. of Channels 20 25
Terrain Clearence (m) 120 50-60

Line Spacing (m) 250 100
Line Direction N-S N-S

Table 1: Specifications for the airborne TEM systems:
GEOTEM and Helitem.

Dip. Moment (Am2) Coil Orient. Freq.
359 HCP 400 Hz
187 HCP 1.8 kHz
150 VCA 3.3 kHz
72 HCP 8.2 kHz
49 HCP 40 kHz
17 HCP 140 kHz

Table 2: Specifications for the RESOLVE system. HCP:
horizontal coplanar and VCA: vertical coaxial coil
orientations. The survey was conducted with 50
m line spacing, 63 m terrain clearence and N-S
orientation. For futher details about the RESOLVE
system, check Geosci.xyz documentation.

Data Processing and Modeling Approach

The modeling approach was based on different commercial
inversion solutions for each type of AEM data: FDEM
and TEM.
The RESOLVE data were processed by the contractor,
which focused on the removal of any anthropogenic and/or
coupling effects within the data. No additional processing
was applied. The inversion was conducted using the
1D VOXI-EM suite available in Seequent Oasis Montaj
software, which solves for the electrical conductivity using
the approach from Ellis (1999) and minimizes the objective
function using the Tikhonov minimum gradient regularizer.
We followed all the recommendations presented in the
VOXI-EM Seequent‘s documentation, running uncon-

strained inversions. The mesh was defined with regular
cells with 1/4 line spacing horizontal dimensions and a
5 m vertical dimension. The estimated error was defined
as the data relative error noise floor for each RESOLVE’s
frequency, based on the noise level measured during the
altitude flights (we used 5% or 10% depending on the
frequency).

(a)

(b)

Figure 1: (a) Serra Sul region in the CMP. The S11D
mine and S16 target are indicated. (b) NE-SW
schematic section in the S11D region - figure from
Silva & Costa (2020).

The GEOTEM data were not processed or modeled due
to the incompleteness of information regarding this his-
torical data; they were only used for dB/dt and apparent
conductance maps for interpretation. Nevertheless, the
Helitem data were processed using the AGS Workbench
suite, with the application of automatic processing and
further manual/visual refinement, following a similar
approach presented in Auken et al. (2009). The automatic
processing focused on running moving averages for each
time regime (narrow and wide time windows for early and
late times, respectively) and on removing steep decays
to cull out any induced polarization (IP) effects present
in the data. Additionally, the noise floor estimation was
conducted based on the data standard deviation, and it
was considered to remove noisy data in the late times.
The Helitem data were finally inverted using the Spatial-
Constrained-Inversion (SCI) technique - Viezzoli et al.
(2008), based on the AarhusInv code workflow presented in
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Auken et al. (2015), implemented in the AGS Workbench,
which applies a modified Marquardt optimization process.
This technique is based on a 1D inversion approach, but
with spatial constraints along and between the flight lines,
aiming to recover a quasi-3D model. In this work, the 1D
models were smoothly discretized into 25 layers, with a
5 m thickness for the first layer, logarithmically increasing
downwards until a 500 m depth. The smooth model
assumes that the layer resistivities can vary freely through
the model with fixed thicknesses. The starting resistivity
model considered a 500 Ω·m semi-space, constrained with
a factor of 1.3, meaning that 30% variations from the
initial model were allowed.

Results

The analysis started in the S11D mine with the RESOLVE
survey data in this area (Figure 2c). The RESOLVE
inversion recovered a strong resistive body (conductivity
values smaller than 10−5 mS/m) with a clear spatial
association with the position of known iron formation
layers in the D body in the S11D mine, as shown in
Figure 2a, suggesting its continuation into the C body
(the contact zone is indicated in Figure 2a). In fact, the
strong resistive anomaly spatially agrees quite well in
depth with the known undivided iron formation (which
includes all types of iron bodies, mainly: jaspelite, friable
hematites, and iron crust). The petrophysical data from
the borehole geophysics in the S11D mine (not shown
in this paper) confirmed this resistivity contrast between
the undivided iron formation (resistivity values greater
than 1000 Ω·m) from the Carajás Formation and their
host rocks composed by the weathered altered mafic units
from the Parauapebas and Igarapé-Cigarra Formations
(resistivity values smaller than 500 Ω·m).
Regionally, the GEOTEM apparent conductance demon-
strated this continuity to the whole S11 body, towards
NW (Figure 2c), with conductance values around zero.
As mentioned earlier, these results motivated the execu-
tion of newer Helitem surveys in the Serra Sul region.
Although these surveys did not cover the same area as
the RESOLVE survey, they covered the S16 target, a key
mineralization for the Serra Sul exploration program. The
processed and modeled data using the SCI approach are
presented in Figure 4. The raw data showed a strong
resistive domain over the plateau of the iron formation (an
amplitude drop in the dB/dt data), and the suggestion of
a strong IP effect in the region of the mafic units to the
southern portion of the area, indicated by the late times
negative values. The IP effect was not addressed in this
work yet, as the real resistivity parameterization was used.
The SCI model indicates the continuity of the resistive
anomaly related to the mineralized iron formation layer
to the Northern region of the plateau, as indicated by the
lithological borehole information in Figure 3b.

Spatially, the Helitem data present a strong resistor (values
greater than 1000 Ω·m) associated with the iron formation
plateau in the S16 target region, suggesting its continuity
towards the Eastern portion of the area. In comparison
with the conductance information recovered from the
regional GEOTEM data in the same area, a significant
improvement in the resistivity model spatial resolution
can be noted.

Discussion and Next Steps

The AEM data in the Serra Sul area proved to be useful
in mapping the strong resistor associated with known
mineralized iron formation layers. These resistors are
also strongly correlated with AGG and AMAG data (not
shown in this paper), which are the standard geophysical
approaches for iron ore exploration in VALE’s deposits
in Brazil. Although this is not discussed in this paper,
the AEM data provided greater spatial resolution in
comparison to these other two methodologies, becoming
an additional geophysical tool for iron ore exploration.
However, a set of challenges still remains regarding the
optimal use of AEM data. The first is properly address-
ing data distortion due to natural effects related to the
EM fields and their relationship with subsurface mineral
content, such as the IP and the superparamagnetic effects.
The Helitem and RESOLVE data clearly highlight the
significance of these distortions in the iron ore context,
showing negative late-time transients and negative signals
at the lower frequencies (for the FDEM data, not shown
in this paper), respectively. Properly addressing these
effects will allow to recover more reliable resistivity models
and achieve better geological interpretation.
The second challenge concerns the best way to integrate
the AEM with AGG and AMAG data seeking to improve
their interpretation, specially for non-geophysicists fellow
colleagues. VALE’s ferrous geophysics team is currently
addressing this topic in collaboration with MIRA Geo-
science, developing an AEM processing suite based on
Auken et al. (2009) and joint 3D inversions of all these
three methodologies. The project is ongoing and the
first results applying the cross-gradient approach for joint
inversions demonstrated promising results to improve
each methodology inversion. Our team is also currently
exploring Artificial Intelligence approaches, working on
the creation of Machine Learning models as lithological
predictors, seeking to improve the use of geophysical data
for the geological framework modeling, a key step in the
resource estimation. The initial results (not presented
in this paper) are very promising and they should be
improved with better data processing and modeling.
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(a)

(b)

(c)

Figure 2: (a) RESOLVE survey area in S11D mine, with
the indication of mineralized bodies C and D over
the resistivity map for this area. (b) RESOLVE con-
ductivity model (in mS/m) for the profile indicated
in Figure 2a. (c) GEOTEM apparent conductance
map over the geological map (50% transparency)
in the Serra Sul area, including all mineralized
bodies in the S11 deposit and the S16 target, and
the RESOLVE survey area. Red and blue colors
mean lower and higher conductance domains.

Conclusion

The Serra Sul case demonstrated that the AEM data is
an useful tool in the geophysicist’s options to be applied

in iron ore exploration. The mineralized iron formations
clearly present an important spatial correlation with
strong resistors in this geological environment, allowing to
define their contact within the mafic host rocks. However,
proper data processing and modeling routines, along with
optimal data integration with other geophysical method-
ologies are the current challenges on the use of this data.
VALE’geophysics team already started to investigate these
problems, bringing exciting discussion in the near future.

(a)

(b)

Figure 3: (a) Helitem SCI model (resistivity) over the
S16 target. (b) SCI section indicated in Figure 3a.
The lithological borehole data and the geological
models are presented in the section. The lithological
color code follows the one in Figure 2b.
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Figure 4: Helitem processing and SCI model over the S16 target with geological interpreted. (a) Raw data. (b)
Processed data. (c) SCI resistivity section. This section refers to the one indicated in Figure 3a.
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SUMMARY 

The expensive and time-consuming nature of magnetotelluric (MT) surveys has motivated the development of airborne 
natural source EM (NSEM) systems, which includes Z-axis Tipper EM (ZTEM), quantum audio magnetotellurics 
(QAMT) and MobileMT. These systems compute transfer functions from airborne magnetic data, and horizontal field 
measurements at a base station located on the Earth’s surface. Available literature offering in-depth analysis of the factors 
that influence airborne NSEM data and inversion results remains sparse; especially for systems that measure electric fields 
at the base station. In our work, we characterize the nature of QAMT data, and by extension MobileMT data. We 
demonstrate the impact of the conductivity at the base station on ZTEM and QAMT anomalies. And we investigate the 
impact of the starting and reference model on ZTEM and QAMT inversion results when the conductivity at the base 
station differs significantly from the host conductivity within the survey region. Our analysis determined that QAMT data 
are directly sensitive to the conductivity at the base station, and that QAMT anomalies are produced by anomalous 
magnetic fields arising from 3D structures within the survey region. Like ZTEM, models recovered through QAMT 
inversion depend significantly on the choice in starting and reference models. When the conductivity near the base station 
differs significantly from the background conductivity within the survey region, target structures are likely recovered 
erroneously. When the true host conductivity within the survey region is used as the starting and reference models, both 
ZTEM and QAMT inversions recover conductive and resistive structures appropriately regardless of base station 
conductivity. However, structures are also recovered near the base station. And these structures likely assist in fitting 
signatures produced by targets within the survey region, thus reducing our confidence in the recovered model. 

Keywords: QAMT, ZTEM, inversion, airborne natural source EM 
 

 
INTRODUCTION 

Natural source electromagnetic (NSEM) methods have 
long been used to characterize the distribution of 
subsurface electrical conductivities (Tikhonov, 1950, 
Cagniard, 1953; Ward 1959; others). NSEM data are 
generated by computing the transfer functions that relate 
directional components of the Earth’s natural magnetic 
(and electric) fields. Ground-based magnetotelluric (MT) 
data extract the most comprehensive information from the 
Earth’s NSEM fields and are directly sensitive to 
subsurface conductivities (Cagniard, 1953). However, the 
expensive and time-consuming nature of MT surveys has 
motivated the development of airborne NSEM systems. 

Airborne NSEM systems compute transfer functions from 
airborne magnetic data, and horizontal field 
measurements at a base station located on the Earth’s 
surface. Z-axis Tipper EM (ZTEM) computes transfer 
functions from z-component airborne magnetic data and 
horizontal magnetic fields at a base station (Lo and Zang, 
2008). Although much more economic than MT surveys, 
ZTEM data are collected within a relatively narrow 
frequency band (30 Hz - 720 Hz) and are only sensitive to 
contrasts in electrical conductivity across vertical 
interfaces. To economically collect MT-like impedance 
data, the quantum audio magnetotellurics (QAMT) 

system was developed. This system measures horizontal 
airborne magnetic fields and horizontal electric fields at 
the base station (Larnier et al., 2021). MobileMT 
(MobileMT) measures comparable fields to QAMT and 
outputs the data as apparent conductivities via internally 
computing the determinant of the admittance tensor 
(Sattel et al., 2019). 

Available literature offering analysis of the factors that 
influence airborne NSEM data and inversion results 
remains sparse. This is especially true for systems that 
measure electric fields at the base station; e.g. a 
fundamental analysis of the differences between MT and 
QAMT impedances. We do know from several studies 
(Sattel et al., 2019; Holtham, 2012; others) that both 
ZTEM and MobileMT inversion results are significantly 
impacted by the choice in starting model. However, 
because the signals contained with airborne NSEM data 
are unique to each system, it would be worthwhile to 
compare inversion results across multiple systems for the 
same set of inversion parameters. 
 
Our work starts by characterizing the signals present in 
airborne NSEM data for a base station that measures 
electric fields; for similar analysis of ZTEM data, see (Lo 
and Zang, 2008; Holtham, 2012). We discuss the nature 
of QAMT impedance data before simulating and 
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comparing MT and QAMT data over a conductor and a 
resistor. Numerical simulation is then used to characterize 
the impact of the conductivity at the base station on 3D 
ZTEM and QAMT anomalies. Unconstrained inversion is 
used to demonstrate how ZTEM and QAMT inversion 
results are influenced when the conductivity at the base 
station differs significantly from the host conductivity 
within the survey region. Inversion is performed using the 
conductivity at the base station as the starting and 
reference models. Then the true host conductivity within 
the survey region is used as the starting and reference 
models. 
 
 

NATURE OF QAMT IMPEDANCES 

 
Defining the QAMT impedance tensor 
 
Starting from the 2x2 impedance tensor that defines MT 
data (Holtham, 2012), we derive an expression for the 2x2 
impedance tensor defining QAMT data. For MT, the 
impedance tensor is defined as: 


𝑍௫௫ 𝑍௫௬

𝑍௬௫ 𝑍௬௬
൨ = 

𝐸௫
(௫)

𝐸௫
(௬)

𝐸௬
(௫)

𝐸௬
(௬)൩ 

𝐻௫
(௫)

𝐻௫
(௬)

𝐻௬
(௫)

𝐻௬
(௬)൩

ିଵ

 
(1) 

where impedances 𝑍  define the relationships between 
horizontal electric and magnetic fields for 2 incident 
planewave polarizations; denoted by superscripts (x) and 
(y). Expression (1) implies that anomalies observed in the 
MT impedance data depend on spatial variations in both 
electric and magnetic field measurements throughout the 
survey area. Let us now restate expression (1) more 
concisely as: 

𝒁 = 𝑬𝒓𝒙𝑯𝒓𝒙
ି𝟏 (2) 

where the subscript 𝑟𝑥 refers to a non-stationary receiver 
location. When collecting QAMT data, the electric fields 
used to compute the impedances are measured at a base 
station (Larnier, et al., 2021). We therefore define the 2x2 
impedance tensor for QAMT as: 

𝑸 = 𝑬𝒃𝑯𝒓𝒙
ି𝟏 (3) 

where subscript 𝑏 refers to fields measured at the base 
station. We let 𝑄  denote the QAMT impedances within 
the tensor. Using expression (2) and (3), we obtain: 

𝑸 = 𝑬𝒃𝑬𝒓𝒙
−𝟏𝑬𝒓𝒙𝑯𝒓𝒙

−𝟏 = 𝑬𝒃𝑬𝒓𝒙
−𝟏𝒁 (4) 

According to expression (4), QAMT impedances are 
equivalent to removing the direct influence of spatial 
variation in the electric field from MT impedances and 
normalizing the quantity by the electric fields measured at 

the base station. We therefore expect the shape and 
location of anomalies within QAMT impedance data to be 
primarily driven by anomalous magnetic fields within the 
survey area. And electric fields act as more of a scaling 
factor for QAMT anomalies. 
 
Numerical Simulation for a Synthetic Model 

To better understand expression (4), we use SimPEG 
(Heagy, et al., 2017) to simulate the NSEM fields and 
impedances for a model consisting of a conductor (0.01 
S/m) and a resistor (0.0001 S/m) within a halfspace 
(0.001 S/m); see Figure 1. We quantify the change in 
amplitude and phase experienced by the NSEM fields 
due to the conductor and resistor for an incident 
planewave polarization along the x-direction, relative to 
the fields for a 0.001 S/m halfspace. We then examine 
MT and QAMT anomalies to determine whether they are 
driven by anomalous electric or magnetic fields. 

Electric and magnetic fields are simulated at the Earth’s 
surface for both the block and halfspace models. Both 
the conductor and resistor are buried at a depth of 300 m, 
and have dimensions 2000 m x 600 m x 500 m. The 
simulated fields are then used to compute 𝑍௫௬  and 𝑄௫௬  
impedances. In this paper, all fields and impedances are 
simulated using a −𝑖𝜔𝑡 Fourier convention with X = 
Northing, Y = Easting and Z +ve downward. 

Figure 1. Conductivity model. 
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For our analysis, we consider fields 𝐸௫
(௫) and 𝐻௬

(௫), as 
defined in expression (1), and impedances 𝑍௫௬  and 𝑄௫௬. 
To characterize the impact of the conductor and resistor 
on the amplitudes, we compute the percent amplitude 
difference. I.e.: 

% ampl. diff. = 100% × ቆ
|𝑓(𝜎)| − |𝑓(𝜎௦)|

|𝑓(𝜎௦)|
ቇ  (5) 

And for the phase, we compute the difference in 
amplitude. I.e. 

Phase diff = |𝜑(𝜎)| − |𝜑(𝜎௦)| (6) 

In Figure 2, we illustrate the impact of the conductor and 

resistor on the amplitudes of 𝐸௫
(௫) and 𝐻௬

(௫), 𝑍௫௬  and 
𝑄௫௬ at 360 Hz. And in Figure 3, we illustrate the impact 
on the phase at 360 Hz. Comparing Figures 2a and 3a to 
Figures 2b and 3b, we see that anomalous electric fields 
produce much stronger and more compact signatures 
than anomalous magnetic fields in both amplitude and 
phase. Therefore, natural source electric fields are much 

more impacted by confined structures than magnetic 
fields. When examining the size and location of the 
signatures in Figures 2c and 3c, we see that signatures in 

𝑍௫௬ are highly correlated with those in 𝐸௫
(௫) (Figures 2a 

and 3a) and effectively uncorrelated with those in 𝐻௬
(௫) 

(Figures 2b and 3b); implying anomalous electric fields 
are almost entirely responsible for anomalous signatures 
in MT impedance data. However, when examining the 
size and location of signatures in Figures 2d and 3d, we 
see that signatures in 𝑄௫௬ are highly correlated with 

those in 𝐻௬
(௫) (Figures 2b and 3b) and uncorrelated with 

those in 𝐸௫
(௫) (Figures 2a and 3a). This supports our 

assertion following expression (4) that the shape and 
amplitude of QAMT impedance anomalies are primarily 
driven by anomalous magnetic fields within the survey 
region. 

 

Figure 2. % amplitude difference at 360 Hz for (a) 𝐄𝐱
(𝐱), (b) 𝐇𝐲

(𝐱), (c) 𝐙𝐱𝐲 and (d) 𝐐𝐱𝐲. 

Figure 3. Phase difference at 360 Hz for (a) 𝐄𝐱
(𝐱), (b) 𝐇𝐲

(𝐱), (c) 𝐙𝐱𝐲 and (d) 𝐐𝐱𝐲. 
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INFLUENCE OF BASE STATION CONDUCTIVITY 
ON AIRBORNE NSEM ANOMALIES 

Base station conductivity defines the conductivity within 
the region that influences field measurements at the base 
station. Here, we characterize the influence of the base 
station conductivity on ZTEM and QAMT anomalies 
due to 3D structures within the survey region. Magnetic 
fields are simulated for the block model illustrated in 
Figure 1; wherein a conductor (0.01 S/m) and a resistor 
(0.0001 S/m) are buried within a 0.001 S/m host. 
Assuming the base station is sufficiently far away from 
the survey region, and that the NSEM fields at the base 
station can be characterized by a local halfspace, we 
simulate the horizontal electric and magnetic fields for 
halfspace conductivities of 0.0001 S/m, 0.001 S/m and 
0.01 S/m. From the simulated fields, QAMT impedances 
are computed according to expression (4) and ZTEM 
data are computed according to (Holtham, 2013): 


T୶

T୷
൨ = 

𝐻𝑥
(𝑥) 𝐻𝑥

(𝑦)

𝐻𝑦
(𝑥) 𝐻𝑦

(𝑦)൩

b

-1


𝐻z

(𝑥)

𝐻z
(y)

൩

୰୶

 

(7) 

In Figure 4, we show the real and imaginary components 
of 𝑇𝑧𝑦 at 360 Hz for base station conductivities of 
0.0001 S/m, 0.001 S/m and 0.01 S/m. We see the shape 
and amplitude of the anomalies in the tipper plots is 
consistent regardless of the base station conductivity. 
Thus in the absence of 3D structure at the base station, 
ZTEM data provide information solely about structures 
within the survey region. 

In Figure 5, we show the real and imaginary components 
of 𝑄௫௬  impedance data at 360 Hz for base station 
conductivities of 0.0001 S/m, 0.001 S/m and 0.01 S/m. 
Each time the base station conductivity is increased by a 
factor of 10, both the real and imaginary components of 
𝑄௫௬  are decreased by roughly a factor of √10, implying 
the amplitudes of QAMT impedances are proportional to 
the inverse square-root of the base station conductivity. 

INVERSION USING BASE STATION CONDUCTIVITY 

Here, we examine how ZTEM and QAMT inversion 
results are impacted when the base station conductivity 
differs significantly from the host conductivity within 
the survey region. Synthetic data are generated and 
inverted using the UBC-GIF E3DMT v2 code 
(Shekhtman, et al., 2023). The code uses a weighted 
least-squares approach (Li and Oldenburg, 1996), which 
minimizes an objective function of the form: 

𝜑(𝑚) = 𝜑ୢ(𝑚) + 𝛽𝜑୫(𝑚) (8) 

The data misfit 𝜑ୢ is 2-norm the weighted residual 
between observed and predicted data for a model m. And 

𝛽 is the trade-off parameter that balances the data misfit 
and regularization given by: 

𝜑୫(𝑚) = 𝛼௦ න 𝑤ୱ |𝑚-m୰ୣ|
ଶ𝑑𝑣     

+  𝛼୧ න 𝑤୧ ฬ
𝜕m

𝜕𝛾୧

ฬ

ଶ

𝑑𝑣

୶,୷,

 

 

(9) 

Constants 𝛼୧ weight the relative contributions of the 
smallness and smoothness terms, m୰ୣ is the reference 
model, and w୧ are user-defined weighting functions. 

Figure 4. Real and imaginary components of Tzy at 360 Hz for base 
station conductivities of 0.0001 S/m, 0.001 S/m and 0.01 S/m. 

Figure 5. Real and imaginary components of Qxy at 360 Hz for base 
station conductivities of 0.0001 S/m, 0.001 S/m and 0.01 S/m. 
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For this exercise, we assume that the base station 
conductivity is known and is used to set the starting and 
reference models for the inversion. And to reduce the 
impact of the reference model, we set 𝛼ୱ = 10-ଵ and 
𝛼୶ = 𝛼୷ = 𝛼 = 1. 

The model we intend to recover within the survey region 
was illustrated in Figure 1 and consists of a conductor 
(0.01 S/m) and a resistor (0.0001 S/m) buried within a 
0.001 host. Synthetic QAMT data are generated at 
frequencies of 45 Hz, 90 Hz, 270 Hz, 720 Hz and 2160 
Hz. Synthetic ZTEM data are generated for the first 4 
frequencies. The base station used to generate both 
QAMT and ZTEM data is located at (-30000, 0, 0). 
Synthetic QAMT and ZTEM data are generated for base 
station conductivities of 0.0001 S/m, 0.001 S/m and 0.01 
S/m; wherein these conductivities are assigned to all 
cells within 2 skin depths of the base station at the 
lowest frequency. 

In Figure 6, we show the recovered models from ZTEM 
inversion due to different base station conductivities. 
These cases represent the outcomes when the base 
station conductivity is known and assumed to be equal to 
the host conductivity. When the base station 
conductivity is equal to the host conductivity (Figure 
6b), ZTEM inversion recovers the conductor and resistor 
appropriately. For a base station conductivity of 0.0001 
S/m (Figure 6a), the conductor and the top of the resister 

are recovered at much larger depths. And the recovered 
background conductivity is approximately equal to the 
base station conductivity. For a base station conductivity 
of 0.01 S/m (Figure 6c), the conductor and resister are 
recovered at the surface. And the recovered background 
conductivity is approximately equal to the base station 
conductivity. 

In Figure 7, we show the recovered models from QAMT 
inversion due to different base station conductivities. 
These cases represent the outcome when apparent 
conductivities computed from QAMT impedances are 
directly used to choose starting and reference models. 
When the base station conductivity is equal to the host 
conductivity (Figure 7b), QAMT inversion recovers the 
conductor and resistor at appropriately. For a base 
station conductivity of 0.0001 S/m (Figure 7a), the 
conductor and the top of the resister are recovered at 
much larger depth. And the recovered background 
conductivity is approximately equal to the base station 
conductivity. For a base station conductivity of 0.01 S/m 
(Figure 7c), the conductor and resister are recovered at 
the surface. And the recovered background conductivity 
is approximately equal to the base station conductivity. 

This exercise shows that despite collecting MT-like 
impedances, QAMT inversion suffers from the same 
challenges as ZTEM inversion; i.e. that 
over/underestimation of the starting and reference 

Figure 6. Models from ZTEM inversion where the base station conductivity is used as the starting and reference models: (a) 0.0001 S/m, (b) 
0.0001 S/m and (c) 0.01 S/m. 

Figure 7. Models from QAMT inversion where the base station conductivity is used as the starting and reference models: (a) 0.0001 S/m, (b) 
0.0001 S/m and (c) 0.01 S/m. 
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models will lead to the recovery of conductors and 
resistors at erroneous depths. And that choosing a 
starting and/or reference model directly from apparent 
conductivities, which are directly sensitivity to the base 
station conductivity, may not be advisable for QAMT 
inversion. 

INVERSION USING HOST CONDUCTIVITY 

 
Here, we illustrate the ZTEM and QAMT inversion 
results for different base station conductivities when the 
true host conductivity within the survey region is known 
and is used as the starting and reference models. 
 
In Figure 8, we show the recovered models from ZTEM 
inversion within the survey region due to different base 
station conductivities. Regardless of the base station 
conductivity, structures are recovered consistently and at 
the appropriate depths when the true host conductivity is 
used as the starting and reference models. Furthermore, 
the recovered background conductivity is approximately 
equal to the true host conductivity of 0.001 S/m. Similar 
results are observed in Figure 9, where we show the 
recovered models from QAMT inversion within the 
survey region due to different base station conductivities. 
Compared ZTEM, QAMT inversion results show a higher 
contrast in conductivity between recovered structures and 
the host. However, there also appears to be a little more 
variation in the recovered models. 
 
In Figure 10, we show the recovered models from ZTEM 
inversion near the base station. Here, the inversion 
appears to recover smooth 3D resistive structures, 
regardless of the true base station conductivity. In Figure 
11, we show the recovered models from QAMT inversion 
near the base station. When the base station conductivity 
and host conductivity within the survey region are equal, 
there is no structure recovered at the base station. 
However when the base station conductivity and host 
conductivity differ significantly, the inversion recovers 
significant structure near the base station. 
 

DISCUSSION 

Our work started by characterizing the signals present in 
airborne NSEM data for a base station that measures 
electric fields. Like ZTEM, QAMT anomalies were 
shown to result from anomalous magnetic fields produced 
by 3D structures within the survey region, which are then 
scaled by field measurements at the base station. And 
compared to MT impedance anomalies, QAMT 
impedance anomalies are smaller in amplitude. Assuming 
the fields at the base station are characterized by a 
conductive halfspace, we showed that the amplitudes of 
QAMT impedances are inversely proportional to the 
square-root of the base station conductivity. We however 
expect the relationship between QAMT anomalies and the 

base station conductivity to be more complicated in the 
presence of 3D structures near the base station. 

Recovered models from weighted least-squares inversion 
of ZTEM and QAMT data are both highly dependent on 
the starting and reference models. We showed that when 
the base conductivity differs from the host conductivity 
and is used as the starting and reference models, structures 
recovered from airborne NSEM inversion are placed at 
erroneous depths. However when the true host 
conductivity is used as the starting and reference models, 
the inversion of airborne NSEM data recovers consistent 
structures within the survey region at appropriate depths.  

Because EM data are sensitive to cells in proximity of 
receivers, airborne NSEM inversion is likely to recover 
structure near the base station. These structures influence 
the predicted magnetic and electric fields measured at the 
base station, and thus play a significant role in fitting the 
data. If structures recovered near the base station play a 
sufficient role in fitting the shape and amplitudes of 
airborne NSEM anomalies, we may have reduced 
confidence in the structures that are recovered within the 
survey region. Further investigation is needed to 
characterize the impact of structures recovered near the 
base station on our interpretation of the inversion result. 

CONCLUSION 

Airborne NSEM data are effective at identifying 3D 
conductors and resistors within the survey area by the 
anomalous magnetic fields they produce. However, these 
methods are not directly sensitive to the subsurface 
conductivity within the survey region. When a-priori 
knowledge of the host conductivity within the survey 
region is known, both QAMT and ZTEM inversion are 
effective at recovering conductive and resistive structures 
within the region of interest. However, unconstrained 
QAMT and ZTEM inversion is likely to recover 
structures near the base station that play a significant role 
in fitting the observed data. This in turn decreases our 
confidence in the structures recovered within the survey 
region. All things considered, airborne NSEM methods 
are much more economical that MT methods and show 
great promise in being used for a wide range of 
geophysical applications. And it would be worthwhile to 
research improvements to inversion methodologies and 
survey design that includes the collection of airborne 
NSEM data. 
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Figure 8. Models from ZTEM inversion within the survey region when the host conductivity is used as the starting and reference models. 
Base station conductivities of (a) 0.0001 S/m, (b) 0.0001 S/m and (c) 0.01 S/m. 

Figure 9. Models from QAMT inversion within the survey region when the host conductivity is used as the starting and reference models. 
Base station conductivities of (a) 0.0001 S/m, (b) 0.0001 S/m and (c) 0.01 S/m. 

Figure 10. Models from ZTEM inversion near the base station (Easting = -30,000 m) when the host conductivity is used as the starting 
and reference models. Base station conductivities of (a) 0.0001 S/m, (b) 0.0001 S/m and (c) 0.01 S/m. 

Figure 11. Models from QAMT inversion near the base station (Easting = -30,000 m) when the host conductivity is used as the starting 
and reference models. Base station conductivities of (a) 0.0001 S/m, (b) 0.0001 S/m and (c) 0.01 S/m. 
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SUMMARY 

Despite the fast development of the computer hardware and numerical simulation methods, the limited 

efficiency to solve the large-scale partial differential equations (PDE) in forward modelling is still the major obstacle 

to fast, real-time electromagnetic geophysical inversions. To address this issue, we introduce a reduced basis method 

to rapidly solve the PDE problem arise from the finite-difference discretization of curl-curl equations. The reduced 

basis method aims to project the full solution space of a PDE problem to its lower dimensional subspace, with a 

series of transformation basis. The reduced solution space can therefore be rapidly calculated by the spanning of a 

series of basis functions from the orthonormalization of a number of full solutions. The result from comparisons 

between the new method against its conventional counterpart with COMMEMI-3D synthetic test shows a promising 

speed-up of more than 100x. This may provide a new method to deal with challenges from near real-time simulations 

in industrial applications, or Bayesian inversions that requires millions of forward calculations.  

 
Keywords: Reduced Basis, Electromagnetics, Forward Modelling, Finite Difference, Curl-Curl Equations 
 
 

INTRODUCTION 
 

In PDE based optimization problems, the speed of 

the forward modelling has always been the key to 

efficiently deal with large-scale problems, as with 

geophysical inversions. The rapid development of 3D 

modelling methods in the past decades have made it 

possible to perform complex large scale 3D EM 

inversions, which allow us to better understand the 

Earth. Recently, increasing applications of EM 

monitoring methods have emerged, like the fracturing 

monitoring in the oil/gas industry, or the groundwater 

monitoring in environmental engineering. All of these 

applications require repeated near real-time inversion 

results, which in turn calls for forward simulations with 

extremely high efficiency. However, even for modern 

clusters, conventional methods may still take hundreds 

to thousands seconds to solve the PDE problems, 

which fails to satisfy the requirement of the near real-

time applications. Here we introduce a new reduced 

basis method (RBM) to rapidly solve the PDE problem 

arise from the finite-difference discretization of time-

harmonic Maxwell equations, which are the foundation 

of most frequency domain EM problems. We show that 

our RBM can efficiently project the full solution space 

of a PDE problem to its lower dimensional subspace 

(Manassero et al., 2020), which drastically reduces the 

computational cost, while maintaining acceptable 

accuracy level.  

METHODS 
 
    For most frequency-domain EM problems, the 

time-harmonic Maxwell’s equations can be expressed 

as: 
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∇ × 𝐸 = −𝑖𝜔𝜇𝐻
∇ × 𝐻 = 𝑖𝜔𝜀𝐸 + 𝐽 + 𝐽!"#, (1) 

where E and H are the electric and magnetic fields, ω 
is angular frequency, ε is the electric permittivity of the 
model domain,  is the permeability, while 𝐽 = 	𝜎𝐸 
denotes the electric conduction currents in the domain 
and	𝐽!"# stands for the external current forcing.  
For quasi-static approximation (displacement currents 
are negligible) Equations (1) can be reduced to a 
second-order Curl-Curl problem based on electric 
fields. Without loss of generality, we can merge the 
internal and external current terms:  
 
∇ × ∇ × 𝐸 + 𝑖𝜔𝜇𝜎𝐸 = 𝐽, (2) 

The equations (2) are often discretized (using e.g. 
finite element or finite difference methods) as linear 
equations of dimension N:  

A(µ)x(µ) = 	b(µ),	    (3) 

where A ∈ 	ℝ$×$ , b	and	x ∈ 	ℝ$ . Note that for a 
given forward modelling problem, the system matrix A 
and the right-hand side b should both be functions of 
the model parameter 𝝁 (in terms of physical and 
geometric property for a given parameter domain P). 
All the solutions x, which naturally also depend on the 
model parameter 𝝁,	form	a	Hilbert	space	(or	solution	
space)	 𝑉.	Here we define the original PDE problem as the 
“full order” (FO) system, with which we define the 
residual as:  
r(x	; µ) = 	b(µ) − A(µ)x,			∀	x ∈ 	ℝ$, (4) 
 
The reduced basis method 
 
For large scale 3D EM problems, solving the above FO 
system may entail significant computational costs, as 
the dimension of the problem (𝑁) can be forbiddingly 
large to solve. Consider a “reduced order” (RO) system 
of dimension 𝑁& that approximates (3):  

A'(µ)x'(µ) = 	b'(µ),	    (5) 

where A'(µ) ∈ 	ℝ$!×$! , b'(µ)	and	x'(µ) ∈ 	ℝ$! . 
The problem can be greatly simplified, if we can find a 
projection, with which any x(µ)  in 𝑉  can be 

approximated well enough (Quarteroni et al., 2016). 
By a linear combination of the RO solutions, the FO 
solution can be expressed in the form of: 

x(µ) = 	𝕍x'(µ),     (6) 

where 𝕍 ∈ 	ℝ$×$!, is a µ − independent 
projection matrix, which maps the reduced solution 
space to the original solution space (𝑉& → 𝑉). In other 
words, eq. (6) can be considered as the algebraic form 
of a Galerkin method over a subspace of dimension 
𝑁& from the 𝑁 dimension space. The solution x' 
of (5), can be determined by enforcing a suitable 
orthogonality criterion on the residual of the solution. 
We therefore have a FO residual estimation of:  

r' = r(𝕍x'	; µ),     (7) 

using the RO solution from (5). Now if we can 
enforce the condition that the orthogonal projection of 
residual (7) onto the reduced solution space 𝑉& is 
zero:   

𝕍(Pb(µ) − A(µ)𝕍x'(µ)Q = 0, (8) 

we obtain the RO problem (5) from the FO system. 
Then through this projection, we can map the reduced 
system from the FO system by:  

	 A'(µ) = 	𝕍(A(µ)𝕍,
b'(𝜇) = 𝕍(b(𝜇),

  (9) 

which effectively construct a reduced subspace of 
from the original space (dimension 𝑁 à 𝑁&).  

The assembly of the reduced basis functions 

To evaluate the reduced system (5), we still need to 
assemble the projection matrix 𝕍, sometimes called 
the reduced basis function (RBF) beforehand. To this 
end, we start from a set of FO solutions (a.k.a. 
snapshots):  

{x(µ)), x(µ*), … , x(µ')},  (11) 
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with respect to a set of R model parameters. We can 

build a set of R functions (called “basis functions”) by 

orthonormalize those snapshots  

{ν), ν*, … , ν'},   (12) 

regarding a suitable inner scaler product operation:   

Pν+, ν,Q' 	= 𝛿-. , 𝑤ℎ𝑒𝑟𝑒	1 ≤ 𝑗, 𝑘 ≤ 𝑅  (13) 

Then we can generate the reduced basis space by:   

𝑉& = 𝑠𝑝𝑎𝑛{ν), ν*, … , ν'}	

= 𝑠𝑝𝑎𝑛{x(µ)), x(µ*), … , x(µ')},  (14) 

which is nested (i.e., 𝑉&/) ⊂ 𝑉&). Since the reduced 

basis naturally also belongs to the original solution 

space 𝑉, we can expand the reduced basis function 

with respect to the original basis functions:  

𝜈0 = ∑ 𝜈0
(2)4

25) 𝜑2 , 1 ≤ 𝑚 ≤ 𝑁  (15) 

where 𝜑 = {𝜑), 𝜑*, … , 𝜑4} is the basis function of 

the original solution space 𝑉. Then the projection 

matrix can be assembled as:  

(𝕍)67 = 𝜈0
(2), 1 ≤ 𝑚 ≤ 𝑁& , 1 ≤ 𝑖 ≤ 𝑁,       (16) 

Exploiting the nested nature of 𝑉&, we may use a 

greedy algorithm to recursively select a number of 

snapshots for the reduced basis space, by a certain 

optimal criterion. For example, we can add more 

snapshots, till the residual (7) satisfies the precision 

requirement.  

In summary, the reduce basis method can be roughly 

divide into two stages:  

1. the offline stage:  

a) generate the original finite difference discretization 

of the curl-curl equations (3); 

b) calculate a number of FO solution snapshots (11) 

using greed algorithm, and: 

c) assemble the projection matrix (15) to build the 

reduced system; 

2. the online stage:  

a) build and solve the reduced system (5); 

b) recover the approximate solution of the full system 

(6) and appraise the residual with (8); 

SYNTHETIC EXAMPLES 
 

To test the performance of our new RB method, 

we compare the modelling performance of the new 

method against that of its conventional finite difference 

counterpart, using the COMMEMI-3D synthetic model 

for magnetotellurics (Zhdanov et al., 1997; Fig. 1). The 

model domain is discretized into a 71 by 71 by 53 

mesh, with a DoF of about 0.8 million. After the offline 

building stage of the reduced subspace (may take hours 

for personal computers), the DoFs of the approximate 

system can be reduced to merely a few hundred to 

thousand.  

 
 
Figure 1: parameter setup of the COMMEMI-3D2 model 

(modified from Zhdanov et al., 1997) 
 

To solve the full order linear system arises from 

the conventional FD method, we use an iterative QMR 

solver combined with divergence correction method. 

Block1: 0.01 S/m
Block2: 0.1 S/m
Block3: 0.001 S/m
Block4: 10 S/m
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As for the reduced system, we can use the direct 

method (Gaussian elimination with LU decomposition) 

as the DoF of the reduced system is small enough. As 

a result, the time for the forward problem reduces from 

about 105 s to less than 1s (Table 1) on a laptop 

computer with 8-core Apple M1 processor.  

 
Table 1: efficiency comparison between the conventional 

full and reduced order systems 

method Mode DoFs Period Walltime 

Full 
Order 

XY 826848 0.1s 103.20s 
100s 104.48 s 

YX 826848 0.1s 105.22 s 
100s 106.11 s 

Reduced 
Order 

XY 214 0.1s 0.93s 
100s 0.93s 

YX 228 0.1s 0.97s 
100s 0.98s 

 

On the other hand, the computed electromagnetic 

fields from the RO system show almost identical 

results, when compared with its FO counterpart (Fig. 

2), with acceptable precision with relative residual of < 

10-5. 

 
CONCLUSIONS 

 

We have developed a new reduced basis method 

to solve the time-harmonic Maxwell problem related to 

EM inversions. The efficiency of the new method 

allows us to rapidly perform approximate forward 

modelling calculations for moderate-scale 3D MT 

problems, which may provide a new way to improve 

the efficiency of electromagnetic inversions used with 

near real-time monitoring problems. It may also 

provide a rapid forward modelling method for 

Bayesian inversions, which may require millions of 

forward calculations in 3D cases. 
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Figure 2: comparison of the XY polarization MT Ex field responses of the COMMEMI-3D2 model. Panels a), b) represent 

the result from full order and reduced order systems; c) shows difference between a) and b); 
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SUMMARY 

Egbert (2012) developed a hybrid multi-transmitter (mTX) OCCAM-Conjugate Gradient (CG) 
algorithm and illustrated basic ideas on a simple 2D MT inverse problem.  Here we present results 
of application of these ideas to a more computationally challenging problem, 3D marine controlled-
source EM (mCSEM).  There are two main aspects of our approach.   First, we save results of 
calculations required for an iterative solution of the data-space Gauss-Newton (GN) normal 
equations and use these to construct a low dimensional approximation of the full Jacobian.   Once 
computed, this allows rapid computation of trial inverse solutions for a range of regularization 
parameters, so Occam-type schemes become practical even for very large problems.   The hybrid 
is based on the Golub-Kahan bidiagonalization of the Jacobian matrix.   Second, every transmitter 
(Tx; i.e., different frequency, or location) requires solution of a separate adjoint problem, associated 
with the gradient of the data misfit for that separate Tx dataset.  By saving results of these distinct 
calculations (instead of summing them, to compute the gradient of the total data misfit) we can form 
a more complete approximation to the Jacobian.  Furthermore, with suitable modifications to the 
iterative CG algorithm (Egbert, 2012), more rapid (fewer adjoint and forward solves) and stable 
solution of the G-N equations can be achieved.  We demonstrate the effectiveness of our methods 
using synthetic datasets based on a realistic 3D resistivity model constructed for the Campos Basin 
on the Brazilian margin.  We also demonstrate how the mTX algorithm can be useful for joint 
inversion of multiple EM data types, specifically for combining MT and mCSEM data.   The hybrid 
scheme allows for efficient exploration of relative weights for the different measured data types, 
using the approximate Jacobian.  The approximated Jacobian can also be used for linearized 
uncertainty and resolution analysis of the solutions obtained. 
 
Keywords: EM Geophysics, Inversion Methods, mCSEM 
 
 

INTRODUCTION 
 
In this work we discuss some new approaches to 
minimization of the quadratic penalty functional 

Φ(𝐦, 𝐝) = (𝐝 − 𝒇(𝐦)+!(𝐝 − 𝒇(𝐦))
+ 𝜆𝐦"𝐦																	(1)	

where 𝐦 is the model parameter 𝐝  the data vector, and  
𝑓(𝐦) the forward mapping.  Note that as our focus here 
is on minimization algorithms, we ignore data and model 
“covariances” in the data misfit and model regularization 
terms in (1).   In practice this simple generic form may 
be obtained by suitable transformation of model and data 
space vectors.  Gradient-based linearized search 
schemes such as NLCG or LBFGS have proven to be an 
effective and efficient way to minimize the quadratic 
penalty functional.  However, there are potential 
advantages to a Gauss-Newton (GN) approach such as 
OCCAM (Constable et al., 1987), as we discuss.   In the 

simplest approach a GN scheme requires computation of 
the full Jacobian (sensitivity) matrix 𝐉 , followed by 
computation of a cross-product matrix such as 𝐉"𝐉, and 
then solution of a large system of linear normal equations.  
In a data-space variant of the OCCAM scheme 
(Siripunvaraporn et al., 2005) the normal equations take 
the form 
(𝐉	𝐉" + 𝜆𝐈)𝐛 = 𝐝4 = 𝐝 − 𝒇(𝐦#) + 𝐉𝐦#															(2)			 

with the updated model parameter at iteration 𝑛 + 1 
computed as  𝐦#$%	 = J"𝐛 .  In the OCCAM scheme 
the parameter 𝜆  is varied, initially to minimize data 
misfit, then to find the smallest model consistent with the 
desired misfit tolerance.  OCCAM thus automatically 
optimizes the regularization (tradeoff) parameter. 
 
While OCCAM has been widely used in 1D and 2D 
inverse problems, application in 3D is more challenging, 
due to the need to compute the full Jacobian, to form the 
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large cross-product matrices, and to solve a large system 
of normal equations.    These equations can also be 
solved using conjugate gradients (CG) without first 
computing 𝐉  .   Each step requires multiplication of 
arbitrary model vectors (e.g.,𝑚#) by 𝐉, and data vectors 
(e.g., 𝐛 ) by 𝐉" .   These operations involve one 
forward/adjoint solution, respectively, of the 3D EM 
PDE.  While this CG approach makes a GN approach 
more practical, it is not immediately obvious how to 
implement OCCAM – seemingly, the CG iterations must 
be run repeatedly for different values of the regularization 
parameter 𝜆. 
 
Here we make two points:  First, we can save results of 
calculations required for an iterative CG solution of the 
data-space Gauss-Newton (GN) normal equations and use 
these to construct a low dimensional approximation of the 
full Jacobian.   Once computed, this allows rapid 
computation of trial inverse solutions for a range of 
regularization parameters, so Occam-type schemes 
become practical even for very large problems.  Second, 
every transmitter (Tx; i.e., different frequency, or 
location) requires solution of a separate adjoint problem, 
associated with the gradient of the data misfit for that 
separate Tx dataset.  By saving results of these distinct 
calculations (instead of summing them, to compute the 
gradient of the total data misfit) we can form a more 
complete approximation to the Jacobian, and solve the G-
N equations with fewer adjoint and forward 
computations.    
 

METHODS 
 
The Basic Hybrid Algorithm (BDORTH): After 𝐾	 steps 
Lanczos bi-diagonalization of the Jacobian matrix 
produces the decomposition 

𝐉"𝐔' = 𝐕'𝐁'									(3) 
Here 𝐔' = [𝒖%, … , 𝐮']  and	𝐕' = [	𝐯%, …		 , 𝐯']  are 
orthogonal matrices whose columns are, respectively, 
data and model space vectors, and 𝐁'  is bidiagonal.   
Each step in the algorithm requires multiplication by 
𝐉" and 𝐉 .   Saving these matrices (i.e., 𝐾		data and 
model space vectors) we can project the Jacobian and data 
vectors, into a 𝐾  dimensional subspace and solve the 
equivalent of Eq. (2) 

(𝐔'" 𝐉	𝐉"𝐔' + 𝜆𝐈)𝐛( = (𝐁𝑲𝐁𝑲𝑻 + 𝜆𝐈)
= 𝐔'" 	𝐝	G 																	(𝟒) 

The approximate model space solution is then computed 
as 𝐦( = 𝐕'𝐛( .   This can be computed for any 𝜆 
making an approximate OCCAM scheme possible.  We 
refer to this algorithm here as “BDORTH”.  This is an 
example of what has often been referred to as a hybrid 
algorithm for the iterative solution of linear equations. 
 
Multi-transmitter Extension (BDMTX): In this variant we 
save computations (both data and model space vectors 

𝐔'  and 𝐕')   separately for each transmitter (Tx; 
different source dipole source location or different 
frequency) separately.   Because each Tx requires 
independent forward and adjoint calculations (the 
costliest step in the inversion) the additional 
computational burden is minimal (although memory 
requirements are generally increased).  Egbert (2012) 
describes a modified Lanczos scheme that works well.   
We summarize briefly here: 
 
We have 𝑗 = 1,… , 𝐽	 transmitters.   At each step 𝑘 =
1,…𝐾  in the iterative algorithm we compute  and save 
	𝐽 data space vectors	𝐮+, , and model space vectors 𝐯-, 
one each for each Tx, and for each iterative step.   We 
collect these as 

𝐔, = [𝐮%%…𝐮%,	| …		|		𝐮-, …𝐮-,] 	
= [𝐖%…𝐖-]									(5) 

𝐕, = [𝐉%"𝐮%%…𝐉%"𝐮%,	| …		|		𝐉."𝐮-, …𝐉."𝐮-,]											(6) 
The first step (𝑘 = 1	)	 is initialized as 𝒖+% = 𝒅+/|R𝒅+|R		 
where 𝐝+ is the data vector for Tx 𝑗	.  To compute data 
space vectors for t step 𝑘	 we solve the projected normal 
space equations 

(𝐕,"𝐕, + 𝜆𝐈)𝐛S = 	[𝐝%"𝐔%, …𝐝/!"
" 𝐔/!",]

" 
The coefficient matrix of the symmetric system is 
𝐽𝑘 × 𝐽𝑘, so even with hundreds of Tx the computational 
cost is negligible.  Then compute the “trial solution”  
𝐦, = 𝐕,𝐛S  , multiply by Jacobian for eaxh Tx, 𝐜+, =
𝐉+𝒎,  and finally compute 	𝐞+, = 	 𝐜+, -	 𝐖+ 	 𝐖+

"𝒄+,	 	 	
and	 𝒖+,$% = 𝒆+,/|R𝒆+,|R .	 	 This	 is	 iterated	 until	 a	
sufficiently	 accurate	 solution	 to	 the	 (nprojected)	
normal	equations	is	obtained.	 	 	 The	scheme	is	quite	
similar	 to	 the	 original	 Lanczos	 decomposition,	
although	a	small	linear	system	must	be	solved	at	each	
step	to	couple	equations	for	all	Tx. 
 

RESULTS  
 
As an illustration of these methods we consider a very 
simple toy marine CSEM synthetic dataset.  The model, 
and transmitter and receiver configuration is shown in 
Figure 1.   The model is very simple, a local resistive 
body in a layered background with flat bottom bathymetry 
(depth of 1000 m).   There are 6 Tx locations and threwe 
frequencies, so the total number of transmitters is 18. 
 

 
Figure 1:  model and data configuration for tests. 
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Results from the new algorithms proposed here, along with 
from OCCAM (full sensitivity calculation, and a more 
commonly used gradient search scheme (NLCG), are 
shown in Figure 2.   Number of forward and adjoint solves 
required are summarized in the figure caption. 
 
Both BDORTH and BDMTX solve the data space normal 
equations iteratively, generating an approximation to the 
Jacobian along the way.  Convergence is significantly 
more rapid, and apparently smoother and more stable with 
the BDMTX approach, as illustrated in Figure 3. 
 
DISCUSSION  
 
We have presented two hybrid schemes, which generate an 
approximate Jacobian through iterative solution of the data-
space normal equations for a Gauss-Newton inversion 
algorithm.  Both are about as efficient (in terms of number 
of forward and adjoint solves) as a gradient search method 
such as NLCG, and allow use of an OCCAM approach to 
choice of regularization parameter.  The approximate 
Jacobian could also be used for linearized resolution 
analysis, something that is not possible with NLCG.  

These hybrid schemes may also be useful for joint 
inversion of, for example, CSEM and MT data.  With two 
different data types the appropriate balance between fitting 
each type often requires multiple runs with different 
relative weights.  This exploration could be done quite 
efficiently using the computed approximate Jacobian, 
especially with the BDMTX scheme.   
 

 
  

Figure 2:  Inversion results for four algorithms: OCCAM, 
based on full Jacobian computation, BDORTH, the basic 
hybris scheme based on saving sensitivity computations 
from the Lanczos bidiagonalization, BDMTX, the multi-
transmitter extension, and a the NLCG algorithm, as 
implemented in the ModEM code of Kelbert et al (2014; 
extended to CSEM inversion), unpublished).   All 
algortihms converged to similar results for this simple 
problem.   However the OCCAM scheme required 9270 
adjoint/forward solves – making this impractical for more 
realistic problems.  Other approaches required only 333 
(NLCG), 354 (BDORTH) and 152 (BDMTX).     

Figure 3: comparison of convergence of the inner 
loop (iterative solution to normal equations) for 3 
outer loop steps.  Dashed lines are for the multi-
transmitter scheme, which reduces required number 
of iterations by a factor of roughly 2.5, and shows 
smoother and more stable convergence behaviour.  
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Summary

Electromagnetic methods are increasingly being applied in settings with steel infrastructure. These include
applications such as monitoring of CO2 sequestration or even assessing the integrity of a wellbore. In this
abstract, we examine the impacts of the magnetic permeability of a steel-cased well on electromagnetic responses
in grounded source experiments. We consider a vertical wellbore and simulate time and frequency domain data
on 3D cylindrical meshes. Permeability slows the decay of surface electric fields in the time domain and
contributes to a phase shift in the frequency domain. We develop our understanding of how permeability alters
currents within, and external to, the casing by focussing first on the time domain response and translating
insights to the frequency domain. Following others, we rewrite Maxwell’s equations to separate the response
into terms that describe the magnetization and induction effects. Magnetic permeability impacts the responses
in two ways: (1) it enhances the inductive component of the response in the casing, and (2) it creates a
magnetization current on the outer wall of the casing. The interaction of these two effects results in a poloidal
current system within the casing. It also generates anomalous currents external to the casing that can alter
the geometry and magnitude of currents in the surrounding geologic formation. This has the potential to be
advantageous for enhancing responses in monitoring applications.

Keywords: Controlled source electromagnetics (CSEM), Downhole methods, Numerical modelling, Electrical
properties, Magnetic properties

Introduction

There is growing interest in the use of electromag-
netic (EM) methods in applications where fluids are
injected or extracted from the subsurface. In most
of these settings, steel-cased wells and/or pipelines
are present. The presence of steel infrastructure can
be a complicating factor for the use of EM. In a
cross-well or surface-to-borehole survey where mag-
netic field sensors are deployed in a borehole, steel
casing attenuates signals (Augustin et al., 1989; Wu
& Habashy, 1994; M. Wilt et al., 1996; Cuevas, 2014).
Additionally, steel infrastructure has an EM response
that contributes “noise” that must be accounted for
in numerical simulations or inversions. Although steel
casings are a complicating factor for numerical mod-
elling and inversions, multiple authors have shown
that they can act as “extended-electrodes” that can
help excite targets at depth and enhance signals that
may not be observable had there been no steel-casing
present (Schenkel & Morrison, 1994; Hoversten et al.,
2015; Yang et al., 2016; Puzyrev et al., 2017). An-
other major area of interest is to evaluate the integrity
of a well or pipeline M. J. Wilt et al. (2020); Beskardes

et al. (2021). A recent special issue of The Leading
Edge provides an overview of a range of applications
where EM is applied in settings with steel-cased wells
(Weiss & Daley, 2022).

Regarding the challenge of handling complicated sce-
narios involving steel pipes, solutions are established
for simulating DC resistivity experiments in settings
with steel infrastructure Schenkel & Morrison (1994);
Yang et al. (2016); Heagy & Oldenburg (2019a). No-
tably the hierarchical finite element approach devel-
oped in Weiss (2017) enables complicated scenarios
such as multiple lateral wells to be simulated. As
compared to DC resistivity, time-varying EM exper-
iments can be advantageous because they enable us
to collect more data with the same survey geometry.

For numerical simulations of grounded-source EM in
settings with steel casing, there have also been de-
velopments for finite volume or finite element simu-
lations (Um et al., 2015; Commer et al., 2015; Haber
et al., 2016; Heagy & Oldenburg, 2019b). Several
authors have taken the approach of replacing a cas-
ing with a series of electric dipoles as supported by
the analysis in (Cuevas, 2014) or adopted the related
method-of-moments approach for simulating conduc-
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tive infrastructure (Tang et al., 2015; Patzer et al.,
2017; Kohnke et al., 2018; Orujov et al., 2020).

Although much work has been carried out on the
use of EM and steel-cased wells, most of the efforts
have focussed on conductivity only. This is reason-
able since it is the high conductivity of steel, ∼ 106

S/m, that primarily controls the response. But, for
many applications of interest, we are faced with sce-
narios where the EM signals of targets are small; this
motivates our interest in the influence of magnetic
permeability on an EM response. In this abstract, we
synopsize the elements which we feel are important.
A more elaborate analysis can be found in Heagy &
Oldenburg (2023); Heagy (2018).

Impacts of permeability on EM data

Our synthetic example, shown in Figure 1, is inspired
by the CaMI site in Alberta (M. J. Wilt et al., 2020;
Beskardes et al., 2021). The well is 500m long and
has a conductivity of 5 × 106 S/m. The background
conductivity is 0.1 S/m. The basic experiment is a
grounded source experiment where one electrode is
connected to the top of the casing and the return
electrode is 500m from the well. For numerical sim-
ulations, we use the 3D cylindrical code described in
(Heagy & Oldenburg, 2019b).

Figure 1: (a) Survey geometry and (b) model of
vertical casing in a halfspace.

Frequency domain data

We run simulations that vary the permeability from
µr = 1 to µr = 200 and use a 5Hz transmitter fre-
quency. In Figure 2, we show the radial electric field
measured along a line opposite to the transmitter wire
(as shown in Figure 1a).

Figure 2: Radial electric field data for a top-casing
experiment at 5Hz: (a) real, (b) imaginary, (c)
amplitude, and (d) phase. Solid lines indicate
positive values and dashed lines indicate neg-
ative values. In (a) and (c) the difference be-
tween the permeable well scenarios and a non-
permeable well (µr = 1) is shown with the dash-
dot lines.

Magnetic permeability has a substantial impact on
the imaginary component. Importantly, it is noticed
that there is a change of the sign of the electric field
and the location of the cross-over changes with the
permeability of the well. Between a well with µr = 1
and µr = 150, the location of the cross-over has
moved by >100m. We can also see the impact in
the phase; there is a difference of 10◦ near the well
between the µr = 1 and µr = 150 wells. This is com-
parable to the differences noted by Cuevas & Pez-
zoli (2018) in numerical experiments or borehole-to-
surface EM. The difference in the real component is
less dramatic, but for a well with µr = 150, there is
a 7% difference from the non-permeable well at small
offsets from the well. Since the real component is
larger in magnitude than the imaginary components,
the amplitude of the electric field is dominated by
the behaviour of the real component, and thus less
impacted by permeability.

To illustrate the impacts of permeability as a func-
tion of frequency, we choose the location x = −100m,
y = 0m and plot the radial electric field data mea-
sured at the surface for frequencies ranging from 0.1
Hz to 100 Hz. For this model, there is minimal impact
on the real component for frequencies less than 2 Hz.
As the frequency increases, we begin to see differences
in the real component. At 10 Hz, which is typically
considered “low” frequency, the real part differs by ap-
proximately 20% between the model with a relative
casing permeability of µr = 150 and a non-permeable
well. The imaginary component is more substantially
impacted by permeability; there is a factor of 4 be-
tween the data for µr = 150 and µr = 1 for low
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frequencies. These effects are also very evident in the
amplitude and phase plots where phase differences of
5-10 degrees are evident. At shorter offsets, the mag-
nitude of the fields, and the difference between the
permeable and non-permeable well scenarios is larger.
Similarly, with increasing distance from the well, the
magnitudes and differences decrease.

Figure 3: Radial electric field data at x=-100m,
y=0m as a function of frequency.

Time domain data

In Figure 4, we show the radial electric field as a func-
tion of time at the location x = −100m, y = 0m. At
times less than 1ms, there is minimal difference be-
tween the simulated data for each of the models. At
10ms, we can see a substantial difference between the
permeable and non-permeable models. As has been
noted by (Pavlov et al., 2001) and others, permeabil-
ity slows the decay, and similarly, the time at which
we observe a sign-change in the radial component of
the electric field. At sufficiently late times (>200ms),
we no longer see the impacts of the casing in the data.

Figure 4: Radial electric field data at x=-100m,
y=0m for a time domain EM experiment.

Currents in the formation

To unravel the role of magnetic permeability and its
impacts, we will examine the time-domain EM re-
sponse of a conductive, permeable casing. In Fig-
ure 5 we show a cross-section of currents through the
earth for 3 models: (a) a halfspace, (b) a halfspace
that includes a conductive casing (5× 106 S/m), and
(c) a halfspace with a casing that is conductive and
permeable (5× 106 S/m, 150µ0).

The top row, at t=0ms, is the DC resistivity solu-
tion. After t=0, the current in the transmitter is shut
off, and image currents, which oppose the change in
magnetic field, are induced in the Earth (Nabighian,
1979). These currents are in the same direction as
the current in the source wire and this causes a circu-
lation of current as the galvanic and image currents
interact. Both currents diffuse down and out through
time.

Figure 5: Cross sections showing the current density
through time for a time domain EM experiment.

There is no influence of magnetic permeability in the
DC limit. However, the impacts of permeability are
seen later in time as the currents decay more slowly in
the casing and surrounding formation; this is consis-
tent with the delay in the decays shown in Figure 4.
In panel (d), we show the difference between the per-
meable and non-permeable casing scenarios. At early
times, the largest difference broadly aligns in depth
with where the image current is. At later times, the
image current has diffused past the length of the well,
and we see differences along the entire depth-extend
of the well. We also note that the difference is cylin-
drically symmetric, having only radial and vertical
components.
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Currents within the casing

The additional currents arising as a result of perme-
ability are not simply amplifying the currents due to
a conductive casing, there is also an impact on the
geometry of the currents. To examine why this is,
we zoom in to the currents within the casing in Fig-
ure 6. The top row shows the conductive well and
the bottom row shows the conductive, permeable well
(150µ0). There are two main features to note. First,
the magnitude of the currents (indicated by colour) is
larger at later times in the permeable well than in the
conductive well, particularly after ∼5ms. The other
feature to note is the geometry of the currents. For
the conductive well, we see that the currents are flow-
ing downwards in the casing through time. However,
for the conductive, permeable well, we see that at
later times, a poloidal current system develops where
currents flow downwards along the inner casing wall
and upwards near the outer edge of the casing.

Figure 6: Cross sections of currents within (a) a con-
ductive casing and (b) a conductive, permeable
casing. Not to scale.

To understand this poloidal current system, we refer
to Maxwell’s equations. We illustrate this in Fig-
ure 7: (a) a current is applied to the casing; (b) by
Ampere’s law, vertical currents produce a toroidal
magnetic field; (c) by the constitutive relationship
between the magnetic flux density and the magnetic
field (Ohm’s law for magnetics), magnetic flux is con-
centrated inside of permeable materials; (d) the mag-
netic flux is changing through time which creates a
poloidal electric field; (e) currents are concentrated
in conductive materials according to Ohm’s law lead-
ing to a poloidal current system.

Figure 7: Sketch demonstrating how a poloidal cur-
rent system can arise inside of a conductive,
permeable casing.

Explaining the poloidal current system

The cartoon in Figure 7 is obviously a simplification
of the physics, but it provides a useful conceptual
model. To provide a more quantitative argument, we
follow Pavlov et al. (2001); Noh et al. (2016), and
re-write Maxwell’s equations as

∇×~b = ∇ lnµr ×~b+ µσ~e (1)

The two terms on the right-hand side both explic-
itly contain magnetic permeability; we refer to these
as the magnetization and induction terms, respec-
tively. In the inductive term, the permeability acts
to enhance the inductive response in a manner equiv-
alent to increasing the conductivity. The magneti-
zation term is what alters the geometry. We note
that ∇ lnµr is zero everywhere except where there is
a discontinuity in the relative permeability; this oc-
curs at the walls of the casing. The divergence of the
log-permeability gives us two delta functions when
µr > 1, a positive value on the inside of the casing
and a negative value on the outside. Since there is
negligible current in the hollow interior of the well as
compared to the casing, ~b on the inner casing wall is
negligible. Therefore, the main contribution that the
magnetization term makes is on the outer casing wall.
Since ∇r lnµr is negative at the outer casing wall and
bθ is too, their cross product is a positive quantity in
the z-direction. We can interpret this as a current
that is scaled by the permeability. This means the
magnetization term contributes an upward current on
the outside portion of the casing.

Frequency domain EM response of a
conductive, permeable well

When moving from the time domain to the frequency
domain, we can translate our understanding of how
permeability influences the EM response by recogniz-
ing that responses at early times are analogous to high
frequencies and those at late times are analogous to
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low frequencies. An important distinction is that, in
a frequency domain experiment, the transmitter is al-
ways on, meaning the real component always contains
a galvanic or DC component.

In the time domain, the permeability of the casing
made a larger impact at later times, implying we
should observe impacts of permeability at low fre-
quencies. At low frequencies, permeability can have
a substantial impact on the imaginary components,
but whether it impacts the real component depends
on the magnitude of the inductive response relative to
the galvanic response. For example, in Figure 3, we
see that permeability has no noticeable impact on the
real component below 1 Hz for this example. In the
imaginary component, there is a factor of 3 difference
between the well with µr = 150 and a non-permeable
well, but this translates to a phase difference of only
a few degrees because the galvanic component is so
dominant. As the frequency is increased, the induc-
tive part of the response also increases. At 10Hz, the
inductive component of the response is substantial,
and for the example in Figure 3, the real part of the
electric field for the well with µr = 150 is 20% larger
than the non-permeable well. Similarly, there is a
>20% difference in the amplitude.

Discussion

We have shown that permeability influences the EM
response of a grounded-source experiment with steel-
cased wells in two ways:

1. it enhances the induction component of the re-
sponse

2. it introduces a magnetization current on the
outer casing wall that opposes the induction
currents.

Faraday’s law couples the induction and magnetiza-
tion components in a time or frequency domain ex-
periment and, as a result, a poloidal current system
develops within the casing. For the current system to
arise, the casing must be both highly conductive and
magnetic.

The resultant implications in the surrounding for-
mation are: (a) additional radial “leak-off” currents
change the radial component of the current density
within the formation, and (b) the amplification of the
azimuthal component of ∂~b/∂t within the casing can
alter the radial and vertical currents in the formation.

The anomalous currents can affect the excitation of
a target within the formation. In a time-domain ex-
periment, an increased permeability slows the decay

of currents in the well and provides a longer time
window over which a target may be excited. This
could be advantageous for helping detect a target in
a time-domain EM experiment. In a frequency do-
main experiment, the source field is always on, and
therefore whether the anomalous currents enhance or
reduce our ability to excite a target depends upon
the frequency and the location of the target. As we
showed, even in experiments that would generally be
considered “low frequency” (e.g. < 10 Hz), permeabil-
ity can have a measurable impact on data collected
at the surface.

The role of permeability in the EM response also has
implications for how simulations involving conduc-
tive, permeable casings can be achieved numerically.
On a practical note, when discretizing the casing with
standard finite volume or finite element codes, the
mesh must be fine enough in the radial direction in
order to be able to simulate a poloidal current. This
could not be accomplished if the mesh was only a
single cell wide. By using a cylindrical mesh, we are
able to sufficiently refine the mesh without enormous
computational cost. However, a cylindrical mesh is
limited in the geometries that can be simulated. Hori-
zontal or deviated wellbore geometries cannot be cap-
tured with a cylindrically symmetric mesh.

To simulate more complex, 3D scenarios, multiple au-
thors have suggested replacing a conductive casing
with a series of current elements or electric dipoles
(Cuevas, 2014), or using a related method of mo-
ments approach (Kohnke et al., 2018; Tang et al.,
2015) for simulations. Several authors have suggested
that such approaches could be extended to include the
impacts of permeability by including a model of mag-
netic dipoles along the axis of the casing (e.g. Patzer
et al. (2017); Kohnke et al. (2018)). However, this
would imply that the anomalous currents are in the
azimuthal direction, which is not what we observe in
a grounded-source EM experiment. How to capture
the effects of permeability in a practical manner in 3D
numerical simulations is an area for future research.
A further complicating factor is that, in practice, the
magnetic permeability of steel casings is generally un-
known. Thus, there are also research opportunities
in the development of strategies for estimating casing
properties from EM data.

Conclusions

We have addressed the problem of understanding
how magnetic permeability contributes to the EM re-
sponse of a conductive, permeable well in grounded
source EM experiments. As others have shown, vari-
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able magnetic permeability contributes to the EM re-
sponse through magnetization and induction compo-
nents. The interplay of these terms is particularly
interesting in the context of steel-cased wells because
steel is orders of magnitude more conductive than the
surrounding geology.

Within the casing, the combination of the magnetiza-
tion and induction terms results in a poloidal current
system. The nature of this response is important for
several reasons. First, the permeability of a well can
alter the geometry and the magnitude of currents in
the surrounding geologic formation. For certain sur-
vey geometries, this can be advantageous for exciting
a response in a target of interest. Second, our re-
sults illustrate the potential importance of including
permeability in numerical simulations of EM experi-
ments in settings with steel infrastructure. This poses
a practical challenge because standard finite volume
or finite element approaches require that the mesh
be refined sufficiently to capture the fine-scale effects
within the casing, while being large enough to sim-
ulate the geologic structures of interest. We circum-
vented this challenge by working with a simple model
of a vertical casing in a halfspace. An opportunity for
future research is to explore strategies for addressing
the “upscaling” problem and capturing the impacts
due to permeability on a coarser scale for 3D simula-
tions. Another complicating factor is that often mag-
netic permeability is unknown, so another avenue of
future research is to develop strategies to develop an
approach for estimating permeability from EM data.

The ability to perform numerical simulations and col-
lect high-quality data continues to improve, and this
opens up opportunities to increase the utility of elec-
tromagnetics in applications where signals may be
subtle or the settings complex. Understanding the
details of what contributes to an EM response will
be important for extracting insights from those data.
We hope that our work contributes to that under-
standing and helps in the utilization of EM methods
in settings with steel infrastructure.
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SUMMARY 

Proper utilization of steel casings in the oil and gas development can amplify surface controlled source electromagnetic 

(CSEM) responses arising from small conductivity perturbations in the reservoir. This work established the capability of 

recovering the 3D distribution of injected fluid during the operation of fracturing with the presence of arbitrarily complex 

steel casings. Our approach incorporates steel casings into the conductivity model through the use of edge conductivity, a 

newly proposed physical property parameter defined as the product of the intrinsic conductivity and cross-sectional area of 

casing pipe. By assigning edge conductivities to mesh edges and taking them into account in the finite volume formulation, 

we efficiently capture the effects of casings without any mesh refinement. The inverse problem is solved by the Gauss-

Newton method with an objective function containing the smoothness constraints on models. Through a synthetic example 

involving realistic host rock resistivities and horizontal wells, we show that our algorithm can successfully map the 

directional flow of injected fluid flow using the top-casing source and electric field data acquired near the well head. 

 

Keywords: 3D Inversion, CSEM, Steel casing, Hydraulic fracturing 

 

 

INTRODUCTION 

 

Electromagnetic methods are widely applied in assessing 

reservoir conditions, stimulating reservoir volume, and 

monitoring fracturing fluid migration during hydraulic 

fracturing operations (Commer et al., 2020; Hoversten and 

Schwarzbach, 2021; Li and Yang, 2021). 

 

Hydraulic fracturing imaging models typically involve 

steel casings with minimal radii and thicknesses 

significantly smaller than the overall size of rock 

formations. The presence of steel casings can generate 

distortion in CSEM data, necessitating sophisticated data 

processing techniques. However, numerous studies have 

acknowledged the positive contribution of steel casings to 

electromagnetic methods: they can enhance observed 

signals on the surface, especially for deep reservoirs with 

highly conductive hydraulic fracturing fluids (Weiss et al., 

2016; Heagy and Oldenburg, 2022; Hu et al., 2022). 

 

A number of inversion approaches for hydraulic fracturing 

fluid have been proposed. Some of them have focused on 

optimizing survey configurations to avoid simulating steel 

casings or to enhance signal amplitudes (Grayver et al., 

2014; Um et al., 2020; Hoversten and Schwarzbach, 2021). 

Others have simplified hydraulic fracturing fluids into 

two-dimensional octagonal or non-rectangular shapes 

(Zhang et al., 2020; Li and Yang, 2021). There are also 

studies relying on the location data, enforcing robust 

spatial constraints, or incorporating additional information 

during the inversion process. (Commer et al., 2020; Noh 

et al., 2020). 

 

In this study, we develop the 3D simulation algorithm that 

does not only take cell conductivities defined in mesh 

cells but also allows assigning edge conductivities to the 

mesh edges to present steel casings. During the inversion 

process, we recover the electrical conductivity of the 

region of interest while fixing the edge conductivities of 

the casings as a prior. By integrating the edge conductivity 

modeling into the 3D inversion, we enhance the accuracy 

of subsurface fluid imaging, and assist the monitoring of 

the fluid injection. 

 

METHODS 

 

Forward Modeling  

 

Our inversion is based on a 3D-modified finite-volume 

electromagnetic modeling algorithm (Hu et al., 2022). The 

governing partial differential equation for the total electric 

field in CSEM applications is obtained by eliminating the 

magnetic field in the Maxwell’s equations: 

 

∇ × ∇ × 𝑬 + 𝑖𝜔𝜇𝜎𝑬 = −𝑖𝜔𝜇𝑱𝒔,    (1) 

 

where 𝑬  represents the electric field,  ω is the angular 

frequency, μ is the magnetic permeability, 𝜎  and ε 

represent the electrical conductivity and permittivity, and 

𝑱𝒔 is the external current source.  

 

In Figure 1(a), the yellow-highlighted region represents a 

control volume that contains four conductive rectangular 

prisms oriented along the y-direction. The red-highlighted 

solid line represents a section of steel casing coinciding 
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with an edge of the control volume. Applying Stokes' 

theorem to equation (1), we derive  
 

∮ 𝑯
Γ

∙ 𝑑Γ =  ∬ ∇ × 𝑯 ∙ 𝑑
𝑆

𝑆 =  ∬ (σ𝑬 + 𝑱𝒔) ∙ 𝑑
𝑆

𝑆 (2) 

 

Considering the relatively small cross-sectional area of the 

steel casing, we can neglect its exact geometric details. 

Instead, we can use the concept of edge conductivity, 

which is the product of the cross-sectional area and 

electrical conductivity, and then readily compute the 

average electrical conductivity by using edge conductivity 

(Hu et al., 2022). Similar simulation strategies have also 

been developed for the finite element method (Weiss, 

2017). 

 

 

(a) 

 

(b) 

Figure 1: Modified finite volume method in a Cartesian, 

rectangular mesh. (a) A control volume defined 

around an edge in the y-direction. (b) Calculation of 

the averaged conductivity. 

 

Our algorithm uses the rectilinear mesh. To simulate 

arbitrary well paths in 3D space, our code approximate 

well paths using the surrounding mesh edges. The 

conductance of a casing segments not directly on mesh 

edges is redistributed to the nearest eight edges using 

orthogonal decomposition and tri-linear interpolation, 

with contributions from neighboring casing segments 

summed up for the total edge conductivity calculation.  

 

We carry out two casing-in-whole-space simulations, one 

original and the other as the rotated version of the original 

(Fig. 2) to validate the algorithm for arbitrary well paths. 

The background conductivity and the relative location 

information in the two simulations are identical. The 

findings depicted in Fig. 3 validate the accuracy of the 

algorithm. The rotation of the original configuration 

results in the casing not aligned perfectly with the grid. In 

both configurations, the amplitude and phase consistently 

follow a specific pattern. At the observation offsets 

beyond 125 meters from the steel casing, the relative 

differences are mostly within 8% for the amplitude and 

phase. 

 

 
(a) 

 
(b) 

 

Figure 2: Tilted well test. (a) The original and (b) rotated 

configuration. The steel casing is represented by non-zero 

edge conductivities on the color-coded mesh edges. The 

source is a grounded wire connecting the mid-point of a 

finite-length casing and a remote point. 
 

(a)                                                  (b) 

 
 

Figure 3: Electric field data at receivers in Figure 2 at 1 

Hz. (a) Amplitude; (b) Phase angle. 
 

Inverse modeling algorithm with steel casings 

 

Our inversion relies on a universal frequency-domain 

electromagnetic inversion framework with the objective 

function as follows 

ф(m) =
1

2
‖𝑊𝑑[𝐹(𝑚) − 𝑑𝑜𝑏𝑠]‖

2

2
 + 

𝛽

2
‖𝑊𝑚(𝑚 − 𝑚𝑟𝑒𝑓)‖

2

2
 (3) 
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where 𝑊𝑑 is a data-weighting matrix; 𝑑𝑜𝑏𝑠 and 𝐹(𝑚) are 

observed and predicted data, respectively; 𝑊𝑚  is the 

model weighting matrix; 𝑚𝑟𝑒𝑓  is the reference model 

containing a variety of prior geological information; and 
𝛽

2
 

is a regularization parameter. In our algorithm, the model 

in equation (3) is a stack of the cell, face, and edge 

conductivity model vectors. The smoothness constraint  

are applied to the face and edge conductivity parameters if 

they are to be recovered in the inversion 
 

 𝑊𝑚 =  [

𝑊𝑐

𝑊𝑓

𝑊𝑒

], 𝑚𝑟𝑒𝑓 =  [

𝑚𝑐

𝑚𝑓

𝑚𝑒

]. (4) 

 

We employ a Gauss-Newton approach to solve the 

optimization problem that minimizes equation (3). The 

model updates are calculated by iteratively solving 
 

[Re{𝐽𝐻𝑊𝑑
𝐻𝑊𝑑𝐽}+β𝑊𝑚

𝑇𝑊𝑚]𝛿𝑚 = − [Re{𝐽𝐻𝑊𝑑
𝐻𝑊𝑑 

[𝐹(𝑚) − 𝑑𝑜𝑏𝑠]} + β𝑊𝑚
𝑇𝑊𝑚(𝑚 − 𝑚𝑟𝑒𝑓)].  (5) 

 

Here, 𝛿m is a model update vector, and 𝐽 ∈ Χ 𝑁𝑑×𝑁𝑚 is the 

weighted sensitivity matrix that represents the partial 

derivatives of the data to the model parameters. The 

matrix on the left-hand side corresponds to the regularized 

approximate Hessian, while the right side represents the 

negative gradient indicating the descent direction.  

 

In some cases, it is possible to directly solve and store the 

sensitivity matrix, a method referred to as explicit solving. 

However, storing the sensitivity matrix can consume 

significant memory resources when dealing with a large 

volume of data or a high number of model parameters. 

The limitation becomes especially relevant when 

considering frequency-domain 3D inversion with steel 

casing, where the model parameters include the cell, face, 

and edge elements. As a result, this paper opts for an 

implicit approach to compute the sensitivity matrix for 

matrix-vector product operation required by equation (5): 
 

𝐽 ∙ 𝛿𝑚 = Q𝑨−𝟏diag(𝑬) · 𝑨𝒎𝟐𝒆 · diag(m) · 𝛿𝑚, (6) 

𝐽𝐻 ∙ 𝛿𝑚 = diag(m) · 𝑨𝒎𝟐𝒆
T · diag(𝑬) · (𝑨−𝟏)

𝑯
· 𝐐T · 𝛿𝑚, (7) 

 

where A represents the forward operator and Q represents 

the data projection matrix. A sparse matrix  𝑨𝒎𝟐𝒆 can map 

conductivity values from cell centers to edges. We 

establish two categories of model parameters for the 

inversion process: active and inactive. All model 

parameters are utilized in the forward modeling, but 

updates are exclusively applied to those designated as 

active during the inversion. 

 

NUMERICAL EXPERIMENTS 

 

We validate our computational framework of inversion 

using a synthetic fracturing monitoring example. 

Specifically, we design simulations involving three steel-

cased wells positioned at a depth of 1900 m within a 

layered background model. The separation between the 

vertical wells is 50 m, while for the horizontal well is 350 

m. The central wellhead is directly connected to an 

electrical current source of 1 A at 0.01 Hz, with a remote 

electrode situated 2 km away. To capture the complete 

electrical field pattern, we employ a uniform measurement 

grid around the central wellhead, covering a 300×300 m 

area with measurements every 25 m (Fig. 4(a)). 
 

          (a)                                          (b)    

 
 

Figure 4: Setup of the synthetic inversion example. (a) 

The three steel-cased wells, source electrodes, receivers, 

and injected fluid; (b) Layered background conductivity 

model. 

 

The injected fluid was represented by a conductive block 

measuring 150 × 300 × 200 m, with a conductivity of 1 

S/m. This block is asymmetrically distributed with respect 

to the middle well, representing a flow towards the +y 

direction. The synthetic data generated through forward 

modeling serve as the observed data for the subsequent 

inversion. In the inversion, a constant edge conductivity 

value of 150,000 S·m for all well sections is assumed. 

 

To accurately define the active region for recovery of 

fluid’s cell conductivity, the information of perforation 

position is used as a prior. Such information constrains 

active cells within a reasonable region: 0 to 500 m in the 

x-direction, -500 to 500 m in the y-direction, and -1800 to 

-2200 m in the z-direction. 

 

Our inversion results successfully recovered the 

preferential fluid flow towards the +y direction (Fig. 5). 

This phenomenon was attributed to the enhanced 

sensitivity of our survey to horizontal fluid movements, a 

consequence of the parallel configuration of the wells. 

The blurred boundaries in our inversion results were 

anticipated outcomes of the smoothness constraint. The 

synthetic example indicates the effectiveness of our 

approach in capturing the underlying fluid dynamics. The 

amplitude and phase of the surface data have also been 

well-fitted (Fig. 6). 
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（a） 

 
（b） 

Figure 5: Inversion results of the hydraulic fracturing 

fluid.  (a) The model is sliced at Y =0 m, X = 360 m, and 

Z = -1900 m. The solid black lines represent the true fluid 

model and the dotted lines indicate the well. (b) 3D views 

of the true model (left) and recovered model (right) with 

the steel casings. 

 

CONCLUSION 

 

Our study established the capability of 3D CSEM 

inversion in the presence of steel casings. We address the 

complexity and cost associated with rigorously modeling 

of steel casing in CSEM inversions by incorporating edge 

conductivity into the model. Our approach eliminates the 

need for intricate mesh refinement, and updates only 

specific model elements exclusively during the inversion, 

simplifying the overall computational procedure. These 

strategies ensure that our algorithm is computationally 

efficient and cost-effective. 

 

Our proposed algorithm stands out for its simplicity, 

speed, and practical implementation. It does not demand 

extensive computational resources or intricate mesh 

adjustments, making it a viable choice for real-world 

applications. The effectiveness of our approach is 

demonstrated through a practical example of fracturing 

monitoring, in which the directional flow of injected fluid 

is recovered as a 3D conductivity model by using a top-

casing source and surface receivers. 
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Figure 6: Data fitting of the inversion. The first row is for the amplitude, and the second row for the phase angle. The solid 

black lines represent the projection of the casings. A top-casing source is connected to the middle wellhead. 
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SUMMARY 

A controlled source electromagnetic (CSEM) method uses artificial sources to explore subsurface resistivity structures. 
We obtained CSEM data in the Kusatsu-Shirane Volcano, Japan where phreatic eruptions have occurred in the past. Eight 
receivers deployed 4–6 km away from a transmitter recorded CSEM signals from 0.5 km north-south and 1.0 km east-
west dipole transmitter. Due to stacking of the long observation time of one week, most of the processed CSEM data 
showed low standard errors of <2%. We applied three-dimensional inversion to the CSEM data. The inversion is based 
on the data-space Occam algorithm and its forward modelling part uses the finite difference method. The inversion yielded 
a resistivity model that sufficiently explained the observed data. The resistivity structure specified a low resistivity 
anomaly (C1) and a conductor (C2) and a resistor (R1) below C1. We interpret that C1 is a clay cap layer, C2 is a liquid-
phase hydrothermal reservoir, and R1 is a two-phase vapor-liquid hydrothermal reservoir. These structures are associated 
with occurrences of phreatic eruptions and monitoring these structures in the future is effective for understanding phreatic 
eruptions. 
 
Keywords: Volcanic hazards and risks, Controlled source electromagnetics (CSEM), Magnetotellurics, Inversion 
 
 

INTRODUCTION 
 
A controlled source electromagnetic (CSEM) method 
employs artificial sources to investigate the subsurface 
resistivity structures. CSEM method is robust for noise 
effects because the injected current can be adjusted 
against the noise. Furthermore, by customizing the 
transmitting waveforms and positions of the transmitter 
and receiver, the CSEM survey can increase the 
detectability of a target structure. 

The Kusatsu-Shirane Volcano is known for occurrences 
of phreatic eruptions. The phreatic eruptions are 
associated with the clay cap layer and hydrothermal 
reservoir below the clay cap layer. Understanding the 
distributions of these structures is necessary for revealing 
the mechanism of phreatic eruption occurrences. We aim 
to investigate the distribution of these structures related to 
the occurrences of phreatic eruptions. 

Noise level is relatively high in this study area. Thus, we 
consider a CSEM method for investigating the Kusatsu-
Shirane Volcano. The CSEM survey used a transmitter 
with 0.5 km north-south and 1.0 km east-west dipoles and 
eight receivers. 

 

INVERSION RESULT AND DISCUSSION 
 

Our CSEM survey uses an Electromagnetic-Accurately 
Controlled, Routinely Operated Signal System (EM-
ACROSS). The EM-ACROSS is useful for obtaining 
low-error CSEM response in a noisy environment. The 
basic feature of EM-ACROSS is that it can repetitively 
transmit the precisely controlled signals. The precisely 
controlled signals are useful for stacking of long-term 
observation data. The stacking of long long-term data may 
yield CSEM responses with low errors. 

EM-ACROSS transmitted the current from 0.5 km north-
south and 1.0 km east-west dipole and eight receivers 
deployed 4–6 km away from a transmitter (Figure 1). The 
receivers recorded the transmitter signals for a week. Due 
to stacking of the long observation time of one week, most 
of the processed CSEM data showed low standard errors 
of <2%.  

We use 3D CSEM inversion code developed by Ishizu et 
al., (2022). This inversion code is based on the data-space 
Occam algorithm. The data-space algorithm is useful for 
reducing computational costs when the data number is 
much less than the number of model parameters. The 
forward modeling algorithm of the inversion code applies 
the finite difference method with a primary-secondary 
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field approach. The primary-secondary can prevent the 
numerical singularity at the source positions. The primary 
field is analytically computed using the 1D primary model. 
The linear system for the finite difference method is 
solved using a sparse direct solver of PARDISO.  

 

 
Figure 1: Map of the survey area. The locations of the 

transmitter and receivers are overlaid on the map. 
 
We inverted the observed CSEM data consisting of five-
component electromagnetic data (Ex, Ey, Hx, Hy, and 
Hz) with a frequency range of 0.1–50 Hz. The initial 
model for the inversion was 10 Ωm half-space. We used 
80 × 70 × 81 cells in x, y, and z directions for model 
discretization. The RMS misfit for the initial model was 
19. The inversion obtained a resistivity model after 27 
iterations with an RMS misfit of 1.5. The model responses 
sufficiently fit the observed data. 

The resulting resistivity model specified important 
structures for the Kusatsu-Shirane Volcano: a clay cap 
layer (C1) and a hydrothermal reservoir (C2 and R1) 
below the clay layer (Figure 2). The resistivity values vary 
in the hydrothermal reservoir. We interpret the high 
resistivity zone (R1) is a two-phase vapor-liquid 
hydrothermal reservoir and the low resistivity zone (C2) 
is a liquid-phase hydrothermal reservoir. These structures 
are associated with occurrences of phreatic eruptions. 

 

 
Figure 2: Inversion result. (a) Horizontal 2D section and 

(b) Vertical 2D section of the resistivity model. 
White triangles show receivers. 

 
CONCLUSIONS 

 
We conducted a CSEM survey using two sources and eight 
receivers in the Kusatsu-Shirane Volcano. EM-ACROSS 
was used for the CSEM survey. Due to the long observation 
time of one week, the CSEM survey obtained the CSEM 
data with low errors. The five-component data with the 
frequency range of 0.1–50 Hz were analyzed using the 3D 
inversion code. The resulting resistivity model specified 
important structures for the Kusatsu-Shirane Volcano: a 
bell-shaped clay layer and a hydrothermal reservoir below 
the clay layer. The resistivity values vary in the 
hydrothermal reservoir. We interpret the high resistivity 
zone is a two-phase vapor-liquid hydrothermal reservoir 
and the low resistivity zone is a liquid-phase hydrothermal 
reservoir. These structures are associated with occurrences 
of phreatic eruptions and monitoring these structures in the 
future is effective for understanding phreatic eruptions. 
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SUMMARY 

A new method called Interferographic Transient Electromagnetics (ITEM), for semi-airborne multi-source, multi-receiver 
TEM data, is described using beamforming techniques to synthetically form impulsive distributions of TEM fields that 
partially unmix TEM signal returns from the subsurface and improve resolution of subsurface geoelectric structure. ITEM 
differs from application of the wave propagation synthetic aperture concept to diffusive EM geophysics, which achieves 
no vertical compaction. ITEM achieves full beamforming by using both spatial and temporal sets of subsurface electric 
field distributions to form a space-time digital filter that yields significant impulsive TEM field compaction in both 
horizontal and vertical dimensions. The ITEM concept is described for a 2D geometry. ITEM processing is applied to a 
reference model set of electric field distributions as well as both reference model and acquired magnetic field profiles. 
The resulting filtered distributions are translated into a subsurface resistivity image using a simple image formation 
process. An example for a synthetic geoelectric structure is provided that demonstrates ITEM processing and subsurface 
imaging. A further simulated test of ITEM resolution improvement is based on determining the minimum visible distance 
between two conductors in comparison to that seen in the original TEM fields. An initial test of ITEM processing on field 
TEM data is performed on data acquired at Raglan Mine, Quebec. 
 
Keywords: transient electromagnetics, beamforming, semi-airborne, imaging 
 
 

INTRODUCTION 
 
Many applications of electromagnetic (EM) geophysics 
could benefit from improvements in localized spatial 
resolution of geoelectric properties. The achievable 
resolution is significantly constrained by the diffusing 
distribution of current density induced in the subsurface 
which loses curvature increasingly with time (or 
decreasing frequency) and depth of diffusion. Measured 
magnetic fields above the earth’s surface are coupled to 
all of the subsurface current density at all locations, with 
the result that there is considerable overlap in signals from 
different zones, limiting resolution.  

A promising avenue for EM resolution improvements is 
to sharpen the electric field distribution in the earth 
created by EM sources, whether by synthetic or physically 
real means. In a variety of adjacent technical disciplines 
[such as Radio Frequency signals intelligence (Tuncer 
and Friedlander, 2009), synthetic aperture radar (Moreira 
et al, 2013; Jakowatz et al, 2012), radio astronomy 
(Levanda et al, 2009), and medical imaging (Jensen, et al, 
2006; Feng et al, 2001)] a very powerful technique is the 
weighted combination of multiple sources and/or sensors 
to create a synthetic aperture (SA). A SA increases the 
lateral focusing of a signal that is controlled by the overall 
length of the source or receiver set. A key characteristic 
of wave propagation SA techniques is that range 

resolution is very good due to the inherent separation of 
propagating signals in time. This ingredient is greatly 
reduced for the EM diffusion geophysics case, and 
significantly weakens the utility of the SA concept for EM 
applications. Even so, efforts toward the use of SA 
concepts have been made in frequency-domain marine 
controlled source EM (Fan et al, 2010; Knaak et al, 2015; 
Tu and Zhdanov, 2020). A SA EM method has been 
described for terrestrial application to mineral exploration 
problems by Kolaj and Smith (2015).  

While the SA concept is powerful for wave propagation 
problems, it is only a means to the end called 
beamforming. Beamforming is the concept of 
synthetically creating the ability to sense a signal coming 
from, or send a signal going to, a highly localized point in 
space. SA beamforming for wave propagation is solely a 
spatial filter, with coefficients adapted for different target 
locations. The SA concept is incomplete, however, for 
EM diffusion beamforming precisely because of the 
substantial loss of time separation of returns from 
different ranges (depths). For EM diffusion a SA achieves 
no vertical EM field compaction. Beamforming itself is 
the more useful concept for sharpening diffusive TEM 
field structure.  

We pursue maximal synthetic concentration of the 
electromagnetic field for any point in the subsurface as 
this will provide enhanced spatial resolution of subsurface 
features. The beamforming approach uses a field 
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interference approach accomplishing both constructive 
and destructive interference to concentrate field structure 
where desired and reduce the field everywhere else. 
Therefore, the new beamforming algorithm is called 
Interferographic TEM (ITEM) to reflect this physics 
basis, as well as to avoid confusion with SA processing. 
Accomplishing full beamforming for TEM requires a 
multi-dimensional filter operating both over a number of 
sources as well as over time. Here the use of the time 
dimension serves as a proxy for the z-direction, since 
diffusion steadily penetrates to greater depths as time 
increases. The use of multiple TEM sources in an 
integrated manner is not new (James and Borns, 1993; 
Wright et al., 2002; Oldenburg et al., 2013). Designing 
filters to combine the subsurface electric fields from 
multiple sources over time into a compact synthetic 
subsurface electromagnetic field structure is a new step 
for TEM applications.  

A prime candidate for a terrestrial ITEM geophysics 
system is the semi-airborne survey design (Elliott, 1998; 
Smith et al., 2001), consisting of multiple sources on the 
ground and airborne magnetic field receivers. Much 
recent activity is occurring in drone-based semi-airborne 
EM geophysics as it rapidly gains in utility (Ito et al., 
2014; Becken et al., 2020; Stoll et al., 2020). 
 

ITEM BEAMFORMING AND RESISTIVITY IMAGING 
 
We formulate a 2-D problem, assuming data distributed 
in (x,t), to form a subsurface image in a (x,z) plane, to 
simplify the concept description. This development uses 
an array of grounded wire sources distributed in the ‘x’ 
direction, that are oriented in the ‘y’ direction (orthogonal 
to the profile). Loop sources work as well.  
 

 
Figure 1: (a) X-Z cross-section of Ey in the earth at time 
= 110 ms for a grounded wire source oriented in the ‘y’ 
direction at position x = 2000 m for a halfspace model of 
10 ohm-m. (b) Example Hx and Hz profiles, simulated as 
collected by a drone flying 10 m above the earth surface, 
corresponding to Ey in (a). Square symbols denote 
reference data. Circles denote acquired data. Positive 
values are filled symbols; negative values are open 
symbols. Blue denotes reference Hx and black denotes 
reference Hz. Acquired field data are red for Hx and green 
for Hz. 

The TEM beamforming algorithm uses the electric field 
(E) distributions (e.g., see Figure 1), for a reference 
model, for a number of source positions (NXs) as well as 
for all of the times (NT) collected (NXs ˑ NT = Nst unique 
E distributions) to construct, via weighted summation, a 
virtual Ef distribution (‘f’ for filter) centered on a desired 
subsurface location. Ef is as localized as possible given 
the set of individual subsurface E distributions available 
as inputs. The space-time weights form a digital filter. The 
physical effect is equivalent to generating an interference 
pattern from the numerous individual E distributions 
(weights create both constructive and destructive 
interference) to build an Ef distribution centered at a 
desired position that is much more compact than occurs 
for any original E distribution at that position at one time 
from one source. The computation of weights is 
performed for a gridded subsurface (with NX ˑ NZ = Nxz 
locations) where a unique set of (xs,t) weights occurs for 
each subsurface position.  

The ITEM weight coefficient derivation closely follows 
that in Fuchs (2007) for medical magnetoencephalogram 
(MEG) imaging. In TEM geophysics the electric field is 
everywhere in the subsurface and so ITEM forms smeared 
impulsive Ef distributions. ITEM weights constitute a 
beamformer that creates compact Ef distributions centered 
at all desired subsurface positions in a x-z plane. The 
weights are then also applied to acquired and reference 
model magnetic field data to form filtered magnetic field 
profiles, Hf.  

We find a set of coefficients W(xs,t;x,z), where xs is source 
position and t is time, that produces electric field 
distributions that are maximally compact and centered at 
subsurface positions denoted by ‘x,z’. The solution for the 
beamformer weights uses the Lagrange multipliers 
method. The beamformer coefficients are, in matrix form, 
 

   .    (1) 

 
W is a Nst by Nxz matrix, E is the set of input E 
distributions, and C is the correlation matrix of all input 
E distributions. The filtering equations to obtain Ef 
distributions and Hf profiles are, in matrix form, 
 

 , and    (2) 
 
.     (3) 
 

Figure 2 is an example of W variations for a simple 10 
ohm-m halfspace reference model for producing an Ef 
distribution centered on one cell position. The weighting 
coefficients display oscillatory behavior which have the 
equivalent physical effect of constructive and destructive 
interference. The interference result is shown in Figure 3. 
Most of the resulting interference pattern across the 
subsurface grid are small amplitude sidelobes (destructive 
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Figure 2: Selected weighting coefficients for the Ef distribution centered on one subsurface position calculated for the 
halfspace reference model. (a) Weights vs. source positions for 3 adjacent times. (b) Weights vs. time for 3 adjacent 
sources; early times reflect shallow E distributions and later times reflect deeper E distributions. 

 
Figure 3: Filtering results for one element in the subsurface. (a) Calculated Hf profiles, simulated as being collected by a 
drone flying 10 m above the earth surface. Symbols are as described for Figure 1. (b) Calculated Ef distribution. The 
diamond symbols at the top of the cross-section denote the source positions used for calculation inputs. (c) Eft distribution 
after 10 dB threshold. (d) Eft distribution after 3 dB threshold. The colorbar displayed in (c) is also used for (d). The Ef 
and Eft distributions all display a black dot at the designated cell position. 

interference), leaving one main lobe that is as small as the 
inputs allow (constructive interference).  

The raw Ef distributions (e.g., Figure 3(b)) should be 
reduced to some part of their main lobe for purposes of 
synthesizing a resistivity image. Figure 3 shows Eft (‘t’ for 
threshold) for both 10 dB and 3 dB (½ of peak amplitude) 
thresholds. 3 dB follows signal processing norms and is 
the ITEM default. 

The difference between acquired and reference Hf data, 
for a specific (x,z) subsurface position, is used in an image 
formation process (IFP) where it is related back to the Eft 
distribution centered at (x,z). An increase in acquired Hf 
relative to reference Hf indicates greater current density J, 
and vice versa; greater J translates into higher 
conductivity, and vice versa, for the elements in that 
compact distribution – a linear relationship is assumed. 
The linear assumption is good for small resistivity 
contrasts but increases in error for larger changes. This 
IFP exclusively uses the Hx data at present; the Hxf profiles 

are maximum and almost symmetric above the Eft 
distribution in Figure 3(a). In contrast, the Hzf profiles are 
more complicated. The algorithm is as follows.  

Each filtered output, for each and every (xi,zi) position, is 
a distribution in the (xk,zk) domain. 1) Compute the Hxf(xk) 
profile residual for each (xi,zi). 2) Sum over all of the 
Eft(xi,zi) distributions for each (xk,zk). 3) Repeat the 
summation but with the Hxf(xk) profile residual multiplied 
with the associated Eft(xk,zk) values (i.e., point-by-point in 
xk) for each (xi,zi). 4) Ratio the residual H mediated 
summation by the simple E summation, which is an 
estimate of the change in current density, ∆j, in each cell. 
This ratio maps into a resistivity estimate, ρest, for each 
(xk,zk) cell as 
 
   .  (4) 
 
Issues arise with (4) for ∆j <= -1; as ∆j approaches -1 the 
1 + ∆j term is changed to 10∆j, which is nonlinear. 

(a) (b)

( , ) ( , ) /(1 ( , ))est k k ref k k k kx z x z j x zr r= + D
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Results 
 
A simulated test for semi-airborne survey design is 
utilized with 13 grounded wire sources, each 1000 m long, 
oriented in the y-direction (perpendicular to x-direction 
profile) that are separated by 800 m, for a total profile 
length of 9600 m. A subsurface grid of dimensions 9600 
m in x and 2000 m in z is used for the subsurface E 
distributions. H measurements for each source are 
simulated for a drone 10 m above the earth’s surface. The 
simulated model is the buried basin shown in Figure 4. 
The acquired data displayed in Figure 3 are for this 
simulated buried basin. The resistivity image resulting 
from ITEM processing is shown in Figure 5. This image 
result uses a gradational layered reference model of 
increasing resistivity with depth. This first result can be 
used to generate a new reference model, and the ITEM 
process repeated, in an iterative cycle until convergence 
is achieved between the acquired and reference Hxf data. 
First ITEM processing of TEM field data, from Raglan 
Mine in northern Quebec, is shown in Figure 6.  

 
Figure 4: Buried basin model used to simulate acquired 
magnetic field profile data for ITEM processing. 

 
Figure 5: Resistivity image for ITEM processing of 
simulated buried basin data. The basin model is 
superimposed. 

 
Figure 6: Resistivity image from ITEM processing of 
TEM field data at Raglan Mine, Quebec. 

Finally, a resolution exercise in which the minimum visible 
distance between two conductors is found is conducted to 
highlight the reduction in minimum distance achieved with 
ITEM processing vs. the original TEM magnetic profile 

data. The ITEM results show a reduction of about 40% in 
the minimum visible separation in this comparison. 
 

DISCUSSION 
 
ITEM beamforming is a method to synthetically sharpen 
the shape of the TEM field. In effect, it partially unmixes 
the signal returns from different parts of the medium. This 
enables improved resolution relative to the resolution 
achievable with the original TEM field structure in which 
the signal returns are highly mixed. The signal 
mixing/unmixing concept being used here is completely 
analogous to the wave propagation case for synthetic 
aperture radar (SAR). In SAR a single RF beam actually 
has broad coverage of a ground scene, with all of the signal 
returns from different scene elements mixed together. The 
use of many such broad RF beams from different positions 
covering the same ground scene enables the SA processing 
method to unmix all of the signal returns from the many 
scene elements and produce an image with very high spatial 
resolution that is mostly set by the RF signal frequency (and 
equivalent wavelength) as well as the length of the SA. For 
TEM the signal returns come from earth elements 
distributed both laterally and vertically. The degree of 
signal return unmixing from ITEM processing is set by the 
location of the TEM sources as well as the spatial variation 
of the diffusing TEM field, which is much broader than the 
SAR case. This limit to signal return unmixing sets the 
degree of geoelectric structural resolution attainable.  
 

CONCLUSION 
 
A new method of TEM data synthesis called 
Interferographic TEM is introduced. ITEM implements a 
full beamforming solution as a space-time digital filter to 
increase localization of EM field structure in filtering 
results for both subsurface E distributions and H profiles. 
The new method uses distributions in both space and time 
to achieve field compaction in both lateral and vertical 
dimensions. These interferographic products are used to 
produce a resistivity image section. An example for a 
simulated structure shows a good resistivity image 
facsimile of the structure is obtained by ITEM processing. 
A first field example with ITEM processing is also shown 
for TEM data at Raglan Mine, Quebec. The process may 
be generalized into an iterative cycle to improve results 
until model convergence is reached. Also, a two-
conductor resolution test shows ITEM reduces the 
minimum separation at which the two are visibly 
distinguishable in comparison to the original TEM 
profiles by about 40%. 
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SUMMARY 

Although the natural-source magnetotelluric method is relatively simple compared to controlled-source EM methods, the 

MT impedance estimates sometimes pose difficulties for modelling/inversion. Here we focus on two well-known legacy 

datasets that have never been completely understood. The first of these is the BC87 dataset, which exhibits Phase Roll 

Out of Quadrant (PROQ) for low frequency PhaYX data at all sites on the Nelson batholith, but none of the sites off the 

batholith. The second is Okak Bay, with very unusual dropping RhoA values at some sites close to an imaged and drilled 

conductor at some 500 m. Using a modern 3D MT inversion code that incorporates galvanic distortion, we can fit the 

PROQ effects in the BC87 data, but the model may not be geologically meaningful. The Okak Bay data remain enigmatic. 

An updated version of the code that inverts log(Z) and phaZ instead of Real(Z) and Imag(Z) does come close to having 

the steep RhoA curves, but not completely. 

 

Keywords: 3D MT inversion, BC87, Okak Bay 

 

 

INTRODUCTION 

 

The natural-source magnetotelluric method (MT) is one 

that is seeing increasing usage across the globe, 

particularly commercially for imaging mineral deposits 

and geothermal systems. Although modelling and 

inversion tools are well advanced, there remains some 

data that still present significant challenges. 

We examine two legacy datasets here, BC87 and Okak 

Bay using modern 3-D inversion. Both of these datasets 

have aspects that were perplexing at the time. 

We conclude that fundamentally more data are needed at 

both locations in order to really understand the 

subsurfaces beneath them. 

 

BC87 

 

The BC87 dataset was acquired by Phoenix Geophysics 

in 1987 as the first test of contracting MT data for 

Lithoprobe through a Lithoprobe grant to Doug 

Oldenburgh. Data were acquired at a total of 27 locations 

from the Purcell Anticlinorium over the Kootenay Arc 

and the Nelson batholith onto the Omineca Belt (Fig. 1). 

The data were acquired in site-pairs, with approximately 

2 km spacing between them, because in those days timing 

for remote-referencing was accomplished through a cable 

connection between the two sites. A description of the 

data can be found in Jones (1993). 

 

One distinctive feature of the BC87 data is that the low 

frequency phases for the E-W electric field, i.e., PhaYX, 

at sites ON the batholith all go out of their quadrant, 

whereas at sites OFF the batholith this Phase Roll-Out of 

Quadrant (PROQ) doesn’t happen. 

 

An example is site 02 in the middle of the batholith, and 

the data are plotted in Fig. 2. Note the PhaYX data (blue 

symbols) leaves the 3rd quadrant by 2 s period and rotates 

into the 4th quadrant. 

 

 
Figure 2: MT data at site 02. Solid lines are the model fit. 

Red = XY; Blue = YX. 
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A contour plot of the out-of-quadrant phases shows the 

PROQ effect limited to the extent of the batholith. 

 

Figure 3: Out-of-quadrant PhaYX phases at 46 s period. 

 

Despite these data being one of the datasets examined in 

the first MT Data Inversion Workshops (MT-DIW2), held 

in Cambridge, UK, in 1992, and quite a few authors 

looking at them, a satisfactory explanation has never been 

proffered. 3D galvanic distortion of a regional 2D Earth 

was unsatisfactory (Jones et al., 1993), as were other 

suggestions. 

 

Additional data are available for this area and were 

acquired in 1988 by Advanced Energy Technology (AET) 

using their newly-developed EMAP system. The bipoles 

were 1000 feet in length, and the remarkable PROQ effect 

was seen in all of the data on the batholith. The change 

occurred over one dipole length, from off-batholith to on-

batholith. 

 

We undertook extensive 3D inversion of these data using 

the RLM-3D code of Randy Mackie (Mackie et al, 2020), 

which allows for galvanic distortion (Soyer et al, 2018). 

 

The current best model is shown in Fig. 4. Weird 3D 

geometries of near-surface conductors in the area of the 

Nelson batholith combined with very large crustal 

conductors to the south are imaged. The geological 

interpretation is that there is a conducting sequence at the 

base of the batholith, and the conductor to the south is 

known from regional data in SE BC and NW Montana on 

the Purcell Anticlinorium (Gupta & Jones, 1995). 

 
Figure 5: BC87 Average misfit by frequency. 

 

The misfits to this model show a bias, with high misfits at 

low frequencies (Fig. 5). 

 

OKAK BAY 

 

The second puzzling dataset comes from Okak Bay in 

northern Labrador. This 46-site dataset (locations shown 

in Fig. 6) was acquired for a commercial client (Gallery 

Resources) by Phoenix Geophysics in 1997. The survey 

area was chosen based on a magnetic high, with the hope 

that another Voisey’s Bay was there. 

 

Initial RRI inversions by Phoenix suggested a shallow 

anomaly, and a deeper very extensive one. Drilling (OK1-

M1, OK-M2/OK-M3 locations in Fig. 6) found the 

shallow anomaly, but not the deeper one. 

 

One aspect of the dataset is the very steeply-declining 

RhoA curves at low frequencies <10 Hz, exemplified by 

site gal005 (Fig. 7). The decline is greater than 45 (solid 

line on the RhoA plots), and is inconsistent with the phase 

responses (dashed lines on the RhoA plots). 

 

2D analyses by Jones and Garcia (2003) showed this 

RhoA-Pha inconsistency, which possibly led to the 

erroneous deep highly conducting body. Jones and Garcia 

(2003) inverted data along the various transects down to 

only 10 Hz in 2D, and a pseudo-3D model was 

constructed from the 2D models. 

 

Trials were made of all sites, the core of sites, and of site 

gal005 on its own, allowing extreme rapid variations in 

conductivity by turning the smoothing off, and allowing 

extreme galvanic distortion.  

 

The current best 3D model (Fig. 8) shows a conductive 

anomaly exactly where the pseudo-3D model, created 

from 2D inversions, placed it. 

 

Although the final model from 3D inversion was able to 

fit reasonably well (Fig. 9), it was not able to match the 

steep RhoA drop at site gal005 (Fig. 10).  

 

Also the average RMS at each frequency shows a very 

strong bias, with high and low frequencies being poorly 

fit, and mid-band frequencies being very well fit (Fig. 11). 

This plot is an exemplar that a single number does not 

well describe how close a model is to the data, and higher 

level statistics need to be considered (Jones, 2018). 

 

To address this problem of misfitting RhoA at gal005 at 

low frequencies, the code was modified to invert for 

log(|Z|)-phaZ instead of Real(Z)-Imag(Z), and emphasis 

was placed on fitting the impedance amplitudes. This was 

somewhat more successful, although not entirely. The fit 

when inverting only site gal005 in shown in Fig. 12. 
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Figure 6: Map of AMT site locations in the Okak Bay 

deposit area. The AMT sites were assigned to the nine 

profiles shown (0, 1, 2, 6, 8, A, B, C, Z). Also shown are 

the locations of the drillholes OK-M1 and OK-M2/OK-

M3. 

 

CONCLUSIONS 

 

Although we have come a long way since the Dark Ages of 

the 1970s when one of us (AGJ) first started making MT 

measurements, and MT has become a very viable 

geological tool, there are still challenges. These two 

datasets show us some of the modelling and statistical 

challenges. 

 

Unfortunately, with both of them we are data poor – we 

need far more data in order to fully understand them. 

 

Also, there is the question as to the veracity of the low 

frequency RhoA data for site gal005 of the Okak Bay 

dataset. 

 

 

 
Figure 7: Derived low-frequency tensor decomposed 

apparent-resistivity data for site 005 together with their 

prediction (dashed lines show ± one standard error) from 

the phase data using Parker and Booker’s (1996) Rho+ 

algorithm. The solid lines in the apparent resistivity plots 

show the decay for an infinitely conducting substratum. 

Also shown are the decomposed phase data. 
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Figure 9: Total RMS for all sites. 

 

 
Figure 10: Best fitting model to site gal005. 

 

 
Figure 11: Average Z RMS at each frequency. 

 
Figure 12: Fit of the 3D model to gal005 using the code 

inverting for log(|Z|)-PhaZ. 
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Figure 1: Simplified geology map of the region (based on COOK et al., 1988) showing the locations of the MT sites (numbers in 

circles), the seismic reflection lines (solid lines with associated numbers in squares) and seismic refraction receiver points (dashed line). 

Overlapping circles indicate local/remote 10-channel pairs. 

 
Figure 4: Current best 3D model to the BC87/EMAP88 data. The solid surface is 30 m. 
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Figure 8: Current best 3D model of the Okak Bay dataset. The surface is at 100 m, and the slice is along Line 6. View 

from the SW towards the NE. 
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Including geological orientation information into geophysical inversions with
unstructured tetrahedral meshes
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Summary

A gradient-based roughness operator that has the capability of including geological orientation information such
as strike and dip angles into minimum-structure inversions using unstructured tetrahedral meshes is proposed.
In contrast to the majority of the gradient-based methods that consider a cell in a package with its neighbours
to form these types of roughness operators, our proposed method calculates the roughness operators between
the two adjacent cells. Hence, the proposed method is able to construct models with sharper boundaries for
the scenarios in which the regularization function is measured by an ℓ1 norm compared to the methods that
consider a cell in a package with its neighbours.

Keywords: Geological orientation information, Roughness operators, Unstructured tetrahedral meshes

Introduction

Roughness operators were introduced into geophysi-
cal inversion— minimum-structure or Occam’s style
of inversion— to reduce the non-uniqueness of the in-
verse problem (Constable et al., 1987) and to enable
one to incorporate a priori information into the in-
version framework to obtain more plausible models
(e.g., Li & Oldenburg, 2000). Incorporating a priori
information such as structural orientation informa-
tion (strike, and dip angles) into the inversion, par-
ticularly for survey methods with limited depth res-
olution such as gravity, magnetics, electric, and elec-
tromagnetic methods such as magnetotellurics (MT),
is important.

Designing roughness operators that allow one to in-
corporate geological orientation information into in-
versions using unstructured tetrahedral meshes is not
as straightforward as for inversions using structured
meshes due to the complex geometry of the unstruc-
tured meshes (Lelièvre & Farquharson, 2013). Per-
haps the most simple and robust method of forming
the roughness operators for unstructured tetrahedral
meshes is the one that calculates the physical prop-
erty differences across the internal mesh faces (Gün-
ther et al., 2006). However, this method or the meth-
ods proposed by Usui (2015) and Özyildirim et al.
(2017) are not able to incorporate geological orienta-
tion information such as strike, dip, and tilt angles
into the inversion framework.

A few methods have been proposed that enable one
to incorporate geological orientation information into

the inversions using unstructured tetrahedral meshes.
The majority of these methods consider a cell in a
package with its neighbors to form the roughness op-
erators. For example, Lelièvre & Farquharson (2013)
consider a cell in a package with its neighbours that
share a common edge/face, Key (2016) consider a cell
in a package with its neighbours that share a common
node, and Jordi et al. (2018) go beyond the nearest
neighbours of each inversion cell using the correla-
tion function to form the roughness operators. Al-
though these methods are able to incorporate geo-
logical information into the inversion framework suc-
cessfully, they are not able to construct models with
sharp boundaries for the scenarios in which the regu-
larization function is measured by an ℓ1 norm due to
the package issue.

To address this package issue, we adapt and ex-
tend the method proposed by Günther et al. (2006),
called xyz-Günther, to form the roughness operators
that allow the inclusion of geological information into
the inversion framework and to construct piecewise-
constant, blocky models for the scenarios that the
regularization function is measured using an ℓ1 norm.
Ekblom’s measure (Ekblom, 1973) is adopted to mea-
sure the regularization function due to its being nu-
merically well-behaved. The iteratively reweighted
least squares (IRLS) method (e.g., Farquharson &
Oldenburg, 1998) is utilized to minimize the inverse
problem. In the following, the minimum-structure
inverse problem is briefly described, then the xyz-
Günther method and its capability on synthetic grav-
ity data of a dipping prism are investigated.

1/5



Kangazian & Farquharson, 2023, Including orientation information into geophysical inversions

Minimum-structure inversion

The objective function that we design to do a
minimum-structure inversion consists of a data-misfit
term, ϕd, and a regularization term, ϕm, (e.g., Con-
stable et al., 1987; Smith & Booker, 1988),

Φ(m) = ϕd(m) + βϕm(m), (1)

where the model vector m contains the physical prop-
erty values of the inversion cells. The trade-off pa-
rameter, β, controls the relative contribution of the
data-misfit and the regularization terms in the ob-
jective function. The data-misfit term measures the
difference between the observed noisy data, dobsi , and
predicted data, dpredi , which is scaled by the standard
deviation of the noise, σi:

ϕd(m) =

Nd∑
i=1

(dobsi − dpredi (m)

σi

)2

, (2)

where Nd is the number of data points. The regular-
ization term consists of a roughness term, ϕr, and a
smallness term, ϕs, (Li & Oldenburg, 1998),

ϕm(m) = αr ϕr(m) + αs ϕs(m), (3)

where the roughness term measures the amount and
type of model structure and the smallness term mea-
sures the difference between the constructed model
and the reference model, mref ,

ϕm(m) =αr

∫
v

(
W (r)

∂m

∂r

)p

dv +

αs

∫
v

(
W (r) (m−mref )

)p

dv,

(4)

where p represents an ℓp-norm measure and W (r)
is the distance/depth/sensitivity weighting function.
Potential data such as gravity and magnetic data
have limited depth resolution (Li & Oldenburg, 1998),
hence, weighting functions are applied to the rough-
ness and smallness terms to counteract the natural
decay of the kernels with depth and consequently pre-
vent the construction of the features in the model near
the surface (Lelièvre & Oldenburg, 2009).

The roughness term
∂m

∂r
in Eq. 4 follows the approach

of Günther et al. (2006) and measures the physical
property differences between two adjacent cells (and
is not a full gradient of the model). This roughness
term in this form is not able to incorporate geological
orientation information into the inversion framework.
To address this problem, we adopt and extend this
method, called xyz-Günther, such that one be able to
incorporate geological information into the inversion
framework.

xyz-Günther method

Our proposed method calculates the directional

derivatives,
∂m

∂r
r̂, instead of the derivatives,

∂m

∂r
,

of the physical properties between the two adjacent
cells,

αr

(
∂m

∂r
r̂

)
=

(
∂m

∂r

1

r

){
αx (x2 − x1) î +

αy (y2 − y1) ĵ + αz (z2 − z1) k̂
}
,

(5)

where r is the distance between the centres of the
two adjacent cells, and r̂ is the unit vector directed
between the centres of the two adjacent cells. The
x1, y1, z1 and x2, y2, z2 are the coordinates of the cen-
tres of the two adjacent cells.

To obtain the roughness operators in the geology co-
ordinate system, we follow Li & Oldenburg (2000) and
apply the rotation matrix R which contains orienta-
tion information of geological structure on the rough-
ness operators calculated in the Cartesian coordinate
system (i.e., Eq.5):(

∂m

∂x′ ,
∂m

∂y′
,
∂m

∂z′

)T

= R

(
∂m

∂x
,
∂m

∂y
,
∂m

∂z

)T

. (6)

To construct models with sharp boundaries, the reg-
ularization function can be measured by non-ℓ2-norm
measures (e.g., Farquharson & Oldenburg, 1998; Far-
quharson, 2008). Ekbloms’s measure (Ekblom, 1973),
which is a perturbed version of an ℓp norm, is adopted
to measure the regularization function due to its be-
ing numerically well-behaved:

ρ(xi) = (x2
i + ε2)p/2, (7)

where xi are elements of the vector that is supposed
to be minimized, and ε is a small number. As the ε
gets small, this measure approaches an ℓp norm. The
iteratively reweighted least squares (IRLS) method
(e.g., Farquharson & Oldenburg, 1998) is utilized to
minimize our objective function.

Examples

To evaluate the capability and the performance of
the proposed xyz-Günther method, the vertical com-
ponent of the surface gravity data of a dipping prism
(Fig. 1) is inverted. The strike, dip, and tilt angles of
the dipping prism are (0◦, 45◦, 0◦). The linear trend
approach (Lelièvre & Farquharson, 2013) was imple-
mented and applied to the same model to investigate
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the package issue. To invert the data, Gaussian noise
with zero mean and standard deviation of 1% of the
maximum absolute value of the data was added to
the synthetic data generated using Okabe’s method
(Okabe, 1979).

Fig. 2 illustrates the constructed density models of
the dipping prism for the scenarios that the regular-
ization function is measured by an ℓ2 norm. The left,
middle, and right panels are, respectively, associated
with the density models constructed by the original
method of Günther et al. (2006), the xyz-Günther
method, and the linear trend approach (Lelièvre &
Farquharson, 2013) by assigning smoothness weights
(α′

x, α′
y, α′

z)=(1.0, 1.0, 104) everywhere in the in-
version domain. The constructed density models us-
ing the xyz-Günther method (panels b & e) and the
linear trend approach (panels c & f) have a better
representation of the dipping prism than the model
constructed using the Günther et al. (2006) method
(panels a & d) due to incorporating geological infor-
mation into the inversion framework.

-7.0 7.0x(km)

0.0

-7.0

z(km)

-7.0

y(km)

Figure 1: A 3D view of the dipping prism model.

In contrast to the fuzzy and smeared-out density
models constructed by an ℓ2 norm (Fig. 2), the den-
sity models constructed by an ℓ1 norm (Fig. 3) are
piecewise-constant, and blocky with sharper bound-
aries. The left, middle, and right panels are as-
sociated, respectively, with the density models con-
structed by the Günther et al. (2006) method, the
xyz-Günther method, and the linear trend approach
(Lelièvre & Farquharson, 2013) by assigning (α′

x, α′
y,

α′
z)= (1.0, 1.0, 103) everywhere in the inversion do-

main. Although the constructed density models using
the xyz-Günther method (panels b & e) and the lin-
ear trend approach (panels c & f) have a better rep-
resentation of the dipping prism extension compared
to the model constructed using the Günther et al.
(2006) method (panels a & d), the constructed den-

sity models using the Günther et al. (2006) method
still demonstrate that the subsurface structure is not
vertical and has a dip. The density models con-
structed using the Günther et al. (2006) method (pan-
els a & d) suggest that the diagonal matrices that Far-
quharson (2008) introduces into the inversion frame-
work using structured meshes to impose a dip on the
models constructed by an ℓ1 norm are not needed for
the inversions using unstructured tetrahedral meshes.

The constructed density models using the Günther
et al. (2006) method and the xyz-Günther method
have a sharper boundary than the model constructed
using the linear trend approach due to the package
issue. The package issue that the linear trend ap-
proach suffers from gets more severe for the methods
that consider a larger number of neighbour cells of
the inversion cell to form the gradient operators (e.g.,
Key, 2016; Jordi et al., 2018).

The top panels in Figs. 2 & 3 demonstrate the density
models constructed by applying the depth weight-
ing function outside the roughness operators, i.e., the
proper location, and the bottom panels of Figs. 2 & 3
demonstrate the density models constructed for the
scenarios that the depth weighting function is ap-
plied inside the roughness operators. These exam-
ples demonstrate that, although applying the depth
weighting function inside or outside the roughness
operators measured by an ℓ2 norm does not affect
the density models, applying this function inside or
outside the roughness operators measured by an ℓ1
norm does affect the constructed density models. The
density models constructed by applying the depth
weighting function inside the roughness operators
have a trend and are not as sharp as the density
models constructed by applying the depth weighting
function outside the roughness operators.

Conclusion

The synthetic gravity examples demonstrate that the
proposed method xyz-Günther is able to incorporate
geological orientation information effectively into the
inversion procedure. This method is also able to con-
struct more piecewise-constant models with sharper
boundaries compared to the models constructed us-
ing methods that consider each cell in a package with
its neighbours if the regularization term is measured
by an ℓ1 norm instead of an ℓ2 norm. The examples
also show that applying the depth weighting function
inside or outside of the roughness operators measured
by an ℓ1 norm does affect the constructed models. Fu-
ture work will involve implementing the xyz-Günther
method to electromagnetic inversion.
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Figure 2: Vertical sections along the x-axis of the density models constructed using an ℓ2 norm. The left,
middle, and right panels correspond to the 3D density models constructed using the Günther et al.
(2006) method, the xyz-Günther method, and the linear trend approach (Lelièvre & Farquharson, 2013),
respectively. The top and bottom panels correspond to the scenarios that the depth weighting function
is applied outside and inside of the gradient operators, respectively. The white solid line indicates the
location of the true model.
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Figure 3: Vertical sections along the x axis of the density models constructed using an ℓ1 norm. The left,
middle, and right panels correspond to the 3D density models constructed using the Günther et al.
(2006) method, the xyz-Günther method, and the linear trend approach (Lelièvre & Farquharson, 2013),
respectively. The top and bottom panels correspond to the scenarios that the depth weighting function
is applied outside and inside of the gradient operators, respectively. The white solid line indicates the
location of the true model.
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SUMMARY 

In September 2018, Geotech Ltd. completed a VTEM helicopter time-domain electromagnetic, magnetic and radiometric 

survey on behalf of Benchmark Metals Inc. over the Lawyers property, in northcentral BC. The magnetic results reveal a 

strong spatial relationship between sharp magnetic lineaments and the known mineralization. Radiometric results show 

that mineralization is characterized by hydrothermal alteration resulting in potassium enrichment, manifested as K/Th 

highs. The VTEM electromagnetic results identified local EM anomalies representing both discrete and structural 

conductors. However, none of the EM anomalies making up conductive zones coincide with the known epithermal 

mineralization, instead all the known Au-Ag deposits and occurrences are located in zones of high apparent resistivity. 

Subsequent analysis of the VTEM data analysed using AIIP mapping revealed that all the known Au-Ag mineralized 

zones coincide with moderate to high Cole-Cole time constant (TAU) anomalies, consistent with relatively coarse-grained 

polarizable material, such as disseminated sulphides or hydrothermally altered clays. The previous targeting approach 

focused on individual analyses of magnetic, structural, radiometric, EM resistivity and AIIP results, then arriving at a 

targeting model, based on geologically and geophysically based considerations. A new approach for targeting uses a semi-

automated, machine-learning (ML) assisted approach that includes: Structural Complexities (SC), Self-Organizing Map 

(SOM) classifications, and Supervised Deep Neural Network (SDNN) targeting of the geophysical data. The new 

targeting approach has further reduced the number of priority targets from previous five (5) to three (3), which includes 

most of the known epithermal Au-Ag occurrences, as well as two areas for follow-up. 

 

Keywords: Epithermal, time domain, electromagnetics, resistivity, magnetics, radiometrics, mineral-targeting 

 

 

INTRODUCTION 

 

Benchmark Metals’ Lawyers Gold-Silver Project, 

situated 45 km northwest of Kemess South Mine in BC’s 

Golden Horseshoe region (Figure 1) of north-central 

British Columbia, is host to a large, low sulphidation 

epithermal system known as the Lawyers Trend that 

contains a total indicated mineral resource of 40.3 Mt at 

1.19 g/t Au and 38.7 g/t Ag. At the heart of the Lawyers 

Trend are the structurally-controlled Cliff Creek, Dukes 

Ridge, Phoenix and AGB zones that are located within a 

large 5 km by 8 km radiometric anomaly that is coincident 

with potassic alteration associated with the low-

sulphidation epithermal system. The property straddles an 

important stratigraphic horizon between the Upper 

Triassic Stuhini Group and Lower Jurassic Hazelton 

Group that defines an important geological unconformity 

that hosts many of the deposits in the Golden Horseshoe 

(Stone et al., 2021). 

 

Originally explored in the late 1960’s, mineralization at 

Lawyers was identified by the 1980’s and lead to the 

development of the Lawyers gold-silver mine that 

operated from 1989-1992 and produced 171,200 oz gold 

and 3.6M oz silver in that 4-year period. In the years 

following, exploration had focused on targeting high 

grade veins within the large epithermal system. 

Benchmark Metals has been actively exploring the 

Lawyers property since 2018, with a low- grade bulk 

tonnage targeting model approach, using extensive 

geological mapping, drilling, soil and rock geochemistry, 

ground, drone and airborne geophysics, which led to a NI 

43-101 compliant mineral resource estimate in 2021 

(Stone et al., 2021).  

 

The Stone et al. (2021) report documented the targeting 

approach on helicopter TDEM, aeromagnetic and 

spectrometric data (Khaled et al., 2018) performed by 

Kwan et al. (2019), which was subsequently presented in 

Legault et al. (2022). This paper presents a new targeting 

approach that uses a semi-automated, machine-learning 

(ML) assisted approach that includes: Structural 

Complexities (SC), Self-Organizing Map (SOM) 

classifications, and Supervised Deep Neural Network 

(SDNN) approach to mineral targeting. 
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Figure 1: Lawyers Project property location, and 

schematic of Golden Horseshow mineral district in 

northwestern British Columbia (modified after 

www.benchmark metals.com). 

 

Geology and Mineralization 

Lawyers property is predominantly underlain by a 

shallow northwest-dipping sequence of volcanic and 

sedimentary rocks of the Lower Jurassic Toodoggone 

Formation (Hazleton Gp). The Lower cycle Toodoggone 

rocks are comprised of thick sequences (>300 m) of 

dacitic and andesitic tuffs and flows. The most dominant 

structural features are NW-NNW (310-340°) striking 

faults that are subvertical to steeply SW or NE dipping 

(Figures 2 & 3). These host the mineralized epithermal 

systems NW structures and associated mineralization are 

locally offset by E-W and SW-NE trending strike-slip 

faults (Stone et al., 2021). 

 

 

Figure 2: Lawyers Project geologic map (top) and 

schematic geologic cross sections (modified after 

www.benchmark metals.com). 

Lawyers rocks are typically weakly altered, but gold-

silver mineralization is associated with intense 

silicification and potassic alteration. Advanced argillic 

and qtz-sericite also present in some zones. 

Mineralization includes both low sulphidation (LS) in 

central & east (AGB, Cliff Ck, Duke Ridge) parts of the 

property and high sulphidation (HS) in the western (Silver 

Pond) part of the block, as shown in Figure 3 (Stone et al., 

2021). 

 

 

Figure 3: Lawyers Project local geology, mineral 

occurrences, and deposits, and known faults 

(modified after www.benchmarkmetals.com). 

 

METHOD AND RESULTS 

 

Helicopter TDEM, Magnetic and Radiometrics 

In September 2018, Benchmark contracted Geotech Ltd. 

to complete a VTEM (Witherly et al., 2003) helicopter 

time-domain electromagnetic, magnetic and radiometric 

survey over the central and northern parts of the Lawyers 

property (Khaled et al., 2018). A total of 1,272 line-km 

was flown over a 115 km2 area along 100 m spaced EW 

lines and 1 km spaced NS tie-lines. The VTEM Terrain 

system consisted of a 17.6m diameter, 4-turn transmitter 

loop (250k NIA @ 30Hz), a coincident-coplanar Z-

component receiver (40ch 0.036-9.3ms), a caesium 

magnetometer, and RSX-5 spectrometer. The survey 

objectives were to map resistivity, magnetic 

susceptibility, and gamma radiation related to low to high 

sulphidation epithermal gold and silver targets in Lawyers 

camp. 

 

The total field magnetic results (Figure 4) reveal a strong 

spatial relationship between sharp magnetic lineaments, 

magnetic lows, and the known mineralization. In order to 

quantify the structural elements, the magnetic data were 

http://www.bench/
http://www.benchmark/
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subjected to a structural complexity (SC) analysis, using 

the Geosoft CET (Centre for Exploration Targeting) grid 

analysis extension (www.seequent.com). The magnetic 

ridges shown in Figure 4 have been derived using the 

method described in Holden et al. (2012). The structural 

complexity highs are in the SW region concentrated with 

known Au-Ag occurrences. 

 

 
Figure 4: Total field magnetic intensity, over mineral 

occurrences & known/inferred faults (dashed lines), 

and magnetic ridges obtained from CET analysis. 

 

Radiometric results show that the Lawyers Property 

mineralization is characterized by hydrothermal alteration 

resulting in potassium enrichment, commonly manifested 

as K/eTh highs (Figure 5).  

 

 
Figure 5: Gamma Ray Spectrometric K/eTh Ratio, over 

mineral occurrences & known/inferred faults 

(dashed lines), and magnetic ridges. 

 

The VTEM dBz/dt EM decay constant map in Figure 6 

includes the location of local EM anomalies centres 

represented by both large area and structural conductors. 

However, as shown, none of the EM anomalies making 

up conductive zones coincide with the known epithermal 

mineralization. Instead, all the known Au-Ag deposits and 

occurrences are located in zones of low TAU 

corresponding to high apparent resistivity (Figure 77a). 

 

 
Figure 6: VTEM dBz/dt EM time constant TAU and EM 

anomaly picks, over mineral occurrences & 

known/inferred faults (dashed lines), and magnetic 

ridges. 

 

VTEM AIIP and 1D Inversion Results 

Layered Earth (LE) 1D inversions of the VTEM data were 

carried out using GALEI code. The VTEM data were 

analysed for AIP effects (Kratzer and Macnae, 2012) 

using the AIIP (airborne inductively induced polarization) 

mapping tool (Kwan et al., 2015, 2016, 2018). The 1D 

resistivity -100 m depth slice and the AIIP Cole-Cole 

apparent resistivity data are displayed in Figure 7a & 7b, 

respectively. The two resistivity maps are different 

because the 1D inversions do not account of AIIP effects 

in the VTEM data. 

 

The AIIP mapping revealed that all the known Au-Ag 

mineralized zones coincide with moderate to high Cole-

Cole time constant (TAU) anomalies in resistive zones 

that are consistent with relatively coarse-grained 

polarizable material, such as disseminated sulphides or 

hydrothermally altered clays. The product of the AIIP 

apparent resistivity and the Cole-Cole TAU (termed 

ResTau), presented in Figure 8, has proven to be a useful 



Kwan et al., Targeting Epithermal Au-Ag using VTEM-Mag-Spec at Lawyers Project, BC 

 

 

   4/7 

 

parameter for identifying low sulphidation epithermal 

Au-Ag mineralization elsewhere on the property. 

 

Mineral Targeting Epithermal Au-Ag Deposits 

Previous targeting of VTEM results at Lawyers (Kwan et 

al., 2019; Legault et al., 2022) focused on individual 

analyses of magnetic, structural, radiometric, EM 

resistivity and AIIP results, then arriving at a targeting 

model, based on geologically and geophysically based 

considerations, resulting in five (5) priority targets. A new  

mineral targeting approach, based on recent examples of 

semi-automated, machine-learning (ML) assisted 

targeting (Kwan and Legault, 2023; Legault et al., 

2023ab) has been tested for epithermal gold-silver using 

the Lawyers VTEM, magnetic and radiometric survey 

results. 

 

 

 
Figure 7: (A) VTEM 1D Inversion resistivity depth slice 

(-100m), and (B) AIIP Cole-Cole apparent 

resistivity, over mineral occurrences & 

known/inferred faults (dashed lines), and magnetic 

ridges.  

 

The approach includes: 1) Structural Complexities (SC), 

2) Self-Organizing Map (SOM) classifications, and 3) 

Supervised Deep Neural Network (SDNN) targeting of 

the geophysical data.  

 

 
Figure 8: VTEM AIIP ResTau (Resistivity*Time 

Constant) Product, over mineral occurrences & 

known/inferred faults (dashed lines), and magnetic 

ridges. 

 

 
Figure 9: Structural complexity (SC) analysis of 

magnetic data, showing the Contact Occurrence 

Density (COD), over mineral occurrences & 
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known/inferred faults (dashed lines), and magnetic 

ridges. 

 

As mentioned earlier, the RTP magnetic data have been 

analysed for structural complexity using the Geosoft CET 

grid analysis tool (Holden et al., 2012). The CET SC 

analysis tool outputs two parameters: i) the Contact 

Orientation Density (COD), and the Orientation Entropy 

(OE). Figure 9 presents the SC-derived COD image. As 

shown, the structural complexity highs are mainly found 

in the southcentral region that coincides with known Au-

Ag occurrences. 

 

Self-Organizing Maps (SOM) are a potent tool in 

analysing and classifying multiple datasets. The SC data, 

the K/eTh, and the AIIP apparent resistivity and Cole-

Cole Tau products are classified using the Geosoft SOM 

GX tool (https://geosoftgxdev.atlassian.net). The SC data, 

the K/eTh, and the AIIP apparent resistivity and Cole-

Cole Tau products are classified using SOM. Most of the 

anomalous SOM classes (9 to 17) coincide with the 

known Au-Ag mineralization in the SW and central 

regions of the Lawyers property (Figure 10). 

 

 
Figure 10: The anomalous SOM classes cover most of 

the known Au-Ag occurrences. 

 

The final targeting preparation was done using the Google 

TensorFlow version TF 2.30 (https://www.tensor 

flow.org/) and its Supervised Deep Neural Network 

(SDNN) module. The training of the SDNN was 

performed using the SC, SOM, K/eTh, and AIIP apparent 

resistivity-tau product from an area with known Au-Ag 

deposit (Cliff Creek), Figure 11A. The top 6% probability 

is selected for Au-Ag targeting, Figure 11B. 

 

 
Figure 11: (A) Training area for SDNN, (B) top 6% target 

probability cut-off for targeting. 

 

The top 6% targeting probabilities over the DEM data, 

and the selected targets, LET_1 to LET_3 are presented 

in Figure 12. The selected targets are in topographic highs 

and therefore unlikely to be overburden related. 

 

CONCLUSION 

 

Structural complexity analyses of the magnetic data at 

Lawyers Project have identified a strong spatial 

relationship between the known and inferred faults and 

calculated ridges and the known mineralization. Analyses 

of the EM results has shown that none of the observed 

conductive anomalies coincide with known epithermal Au-

Ag showings. Instead, all the known mineral occurrences 

are located in zones of high resistivity. Gamma ray 

spectrometric results have shown that the known mineral 

occurrences are located in high to moderate K/eTh ratio 

anomalies. AIIP results at Lawyers Project suggest that 

the product of AIIP apparent resistivity and Cole-Cole 

time constant (Res*Tau) could be a useful targeting tool. 

 

 
Figure 12: The SDNN top 6% probabilities over the 

DEM data and the selected potential epithermal 

Au-Ag targets. 

https://geosoftgxdev.atlassian.net/
https://www.tensor/
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Previous targeting of VTEM results at Lawyers (Kwan et 

al., 2019; Legault et al., 2022) focused on individual 

analyses of magnetic, structural, radiometric, EM 

resistivity and AIIP results, then arriving at a targeting 

model, based on geologically and geophysically based 

considerations, resulting in five (5) priority targets. A new 

approach for targeting, presented here, uses a semi-

automated, machine-learning (ML) assisted approach that 

includes: Structural Complexities (SC), Self-Organizing 

Map (SOM) classifications, and Supervised Deep Neural 

Network (SDNN) targeting of the geophysical data. 

 

Using SOM and SDNN results, the previous five (5) have 

been reduced to just three (3) priority targets, which 

include most of the known epithermal occurrences and 

include other areas for follow-up. It is also worth noting 

that the targeting of epithermal Au-Ag mineralization is 

done by a semi-automated processes which require little 

human intervention or bias. Importantly, the structural 

complexities, computed using known and inferred faults, 

also played a critical role in targeting. 
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SUMMARY 

A ZTEM natural field helicopter EM and magnetic survey was flown over the Berg copper-molybdenum-silver project 

in the Huckleberry district, near Houston in central British Columbia, Canada. Mineralization at Berg surrounds a quartz 

monzonite intrusion. Analyses of the airborne geophysical responses, using 2D-3D inversions, show combined well-

defined ring-like resistivity low surrounding a resistive core and similar annular magnetic high and low signatures over 

the known and suspected porphyry deposits, similar to those previously found in ZTEM surveys over other porphyry 

deposits in the Western Cordillera. A mineral targeting approach is implemented that uses a semi-automated, machine-

learning (ML) assisted method that includes: 1) Structural Complexities (SC), 2) Self-Organizing Map (SOM) 

classifications, and 3) Supervised Deep Neural Network (SDNN) targeting of the geophysical data. The new targeting 

approach has identified both the Berg and Bergette porphyry copper occurrences, as well as two other areas for follow-

up that also host known mineral showings. 

 

Keywords: Porphyry, ZTEM, electromagnetics, resistivity, magnetics, mineral-targeting 

 

 

INTRODUCTION 

 

In May 2021, Surge Copper Corp. announced plans for a 

new district wide exploration program over its Ootsa and 

Berg Projects in the Huckleberry district, near Houston, 

north central British Columbia, including a ZTEM (Z-axis 

Tipper Electromagnetic; Lo and Zang, 2008) geophysical 

survey (Surge, 2021). The Ootsa-Berg project (Figure 1) 

is host to 4 advanced porphyry projects, including the 

undeveloped Berg copper-molybdenum-silver porphyry 

deposit. In June-July 2021 a ZTEM helicopter natural 

field electromagnetic and magnetic survey was flown 

over Ootsa-Berg and the results that focus on the Berg 

porphyry copper deposit and nearby occurrences are 

described in this study. 

The Berg and Ootsa properties are adjoined on the west 

side, with Berg project lying immediately northwest of 

Imperial Metals’ Huckleberry porphyry Cu-Mo-Ag mine 

and mill complex, and the Ootsa property to the southeast 

(Figure 1-2). The two properties cover a total combined 

area of >120,000 hectares and encompass the Seel-

Huckleberry-Berg porphyry trend. The Berg claims were 

initially prospected in the late 1920’s by Cominco but the 

Berg porphyry system was discovered by Kennecott 

following trenching and drilling in 1964. Subsequent 

exploration drilling by operators Placer Dome, Terrane 

Metals, Thompson Creek Metals, Centerra Gold and now 

Surge Copper total over 56,000 metres in 224 holes. A 

resource estimate in 2021 established a measured and 

indicated mineral resource of 610 Mt grading 0.27% Cu, 

0.03% Mo and 3 g/t Ag. The Berg deposit currently 

remains undeveloped (Norton et al., 2021). 

 

Figure 1: Ootsa-Berg Property location, showing nearby 

Huckleberry Mine and regional deposits in north 

central British Columbia (modified after Purich et al., 

2016). 

ZTEM (z-axis tipper electromagnetic; Lo and Zang, 2008; 

Legault et al., 2012) helicopter natural field EM has been 

widely used in porphyry copper exploration for >15 years 

in mapping resistivity contrasts that characterize porphyry 

copper deposit alteration systems (Hoschke, 2011). 

ZTEM case-study examples over porphyry deposits 

include Lo and Zang (2008) in Safford, Arizona; Holtham 
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and Oldenburg, (2010) at Bingham Canyon, Utah, Izarra 

et al. (2011) at Copaquire, Chile, and Burge (2014) at 

Cobre Panama. ZTEM examples in Western Cordillera 

include Sattel et al. (2010) at Mt Milligan, BC, and Lee et 

al. (2017) at Morrison, BC, and Paré et al. (2012) at 

Pebble, Alaska.  

The Berg ZTEM-Magnetic case study has been presented 

in Legault et al. (2022). This paper adds to that study by 

presenting a new targeting approach, described in Kwan 

et al. (2023) and Legault et al. (2023) that uses a semi-

automated, machine-learning (ML) assisted approach that 

includes: Structural Complexities (SC), Self-Organizing 

Map (SOM) classifications, and Supervised Deep Neural 

Network (SDNN) approach to mineral targeting. 

Geology and Mineralization 

Berg (Figure 2) is a classic calc-alkaline Cu-Mo porphyry 

deposit, which are typically marked by complex alteration 

zones that are usually centred around an intrusive 

complex. The Berg mineralization forms an annulus along 

the contact between the 50 Ma quartz monzonite stock 

and the hornfelsed Hazelton Group volcanic rocks and 

quartz diorite which it intrudes (Norton et al., 2021). 

 

Figure 2: Plan view of the Ootsa-Berg porphyry project, 

showing the four main porphyry occurrences (Berg, 

Bergette, Ox, Seel) and nearby Whiting Creek 

prospect and Huckleberry Mine (green star), with 

ZTEM flight lines (Berg-black & Ootsa-blue) 

overlain on contoured topography (modified after 

www.surgecopper.com). 

Hypogene mineralization at Berg is characterized by 

several generations of veining. Disseminated 

mineralization containing copper and molybdenum is 

only important in the outer anulus of the quartz monzonite 

stock and in the adjacent volcanic rocks and quartz 

diorite. Associated alteration envelopes are either potassic 

or sericitic. A well-developed supergene enrichment 

blanket is superimposed on the hypogene mineralization, 

and consists mainly of chalcocite, covellite and digenite, 

with trace amounts of copper oxides in the overlying 

leached cap. The surrounding phyllic and propylic 

alteration zones are typically poor in Cu+/-Mo sulphides 

(Norton et al, 2021). Mineralization at Berg is open to 

depth and outward from the Berg monzonite Stock. The 

deposit has been shown to have excellent vertical 

continuity with significant mineralization intersected 

greater than 550m below surface 

(www.surgecopper.com). 

Another known mineral occurrence of importance on the 

Berg property is the Bergette prospect that lies 10 km east 

of the Berg deposit (Figure 2-Figure 3). Bergette consists 

of a large gossan and mineralization is marked by strong 

Cu-Mo response in soils, across a 2x5 km northeast 

trending zone. Limited drilling and mapping indicate that 

Bergette is underlain by Hazleton Group volcanic and 

sedimentary rocks, intruded by granodioritic Sibola stock. 

Sulphides occur in breccias and fractures. An AeroTEM 

III (Allard, 2007) helicopter TDEM survey over the Berg-

Bergette area in 2010 shows that Bergette has a similar 

size resistivity response (Norton et al., 2021). 

At the Tara/Sibola occurrence, roughly 5.5 km NE of 

Bergette (Figure 2 & Figure 3), low-grade porphyry-style 

mineralization is hosted in a felsic stock and occurs within 

the central part of a broad qtz-sericite-pyrite alteration 

zone (S. Ebert, SCC, pers. comm., 03-2022). 

 

METHOD AND RESULTS 

 

Helicopter ZTEM and Magnetic Survey Results 

 

Helicopter-borne geophysical surveys were carried out 

over the Ootsa-Berg Project from June 8th to 30th, 2021, 

on behalf of Surge Copper Corp. Principal geophysical 

sensors included a Z-Axis Tipper electromagnetic 

(ZTEM) system (Lo and Zang, 2008), and a caesium 

magnetometer. Two Geotech ZTEM base station sensors 

measured the orthogonal, horizontal X and Y components 

of the natural EM field. Data from the three coils are used 

to obtain the Tzx and Tzy Tipper (Labson et al., 1985) in-

phase and quadrature components at six frequencies in the 

30 to 720 Hz band. A total of 4,224 line-kilometres were 

flown, including approximately 1,779 ln-km at Berg, 

along 300m spaced, north-south oriented flight lines and 

3 km spaced east-west tie lines. 

 

Figure 3 presents the reduced to pole (RTP) total magnetic 

intensity results, and the corresponding Berg porphyry 

and other mineral occurrences from Figure 2. The 

magnetic results highlight a prominent, large (~1.5x1.5 

km), magnetic low feature centred on the Berg porphyry, 

which is in turn surrounded by a reverse C-shaped 

magnetic high. Worthwhile noting that similar ring-like 

magnetic patterns observed over the porphyry copper 

cluster at Cobre Panama are interpreted to represent 

demagnetized areas due to porphyry-related phyllic 

alteration (Burge, 2014; Legault et al., 2016). Conversely, 
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Bergette lies within a magnetic high but is indistinct. 

Tara/Sibola occurs in low magnetic rocks but lies adjacent 

to a small, intrusion like magnetic high feature. Other 

distinctive circular or ring-like magnetic high and low 

signatures are noted across the Berg Project. 
 

 

Figure 3: Total magnetic intensity (reduced to pole), 

showing Berg porphyry and other occurrences from 

Figure 2, and highlighting some features of interest. 

 

Figure 4 presents the ZTEM tipper data, displayed as the 

Total Divergence (DT; Lo and Zang, 2008) at the 90 Hz 

frequency. The In-Phase DT image maps resistivity 

variations in plan, in addition to artefacts caused by 

topography (Sattel and Witherly, 2012). The DT image 

highlights the pronounced circular or ring-like pattern 

anomaly over the Berg porphyry, which also agrees with 

the annular geology and alteration patterns that occur 

within the deposit. Similar ring-like patterns are observed 

in ZTEM data over other porphyries in Western 

Cordillera, such as Pebble, Morrison, and Mt Milligan, 

and elsewhere. Other circular/ring-like DT signatures are 

also defined across the Berg survey area, including at 

Bergette, whereas Tara/Sibola lies along strike with a 

linear conductive feature in the DT. 

 

 
Figure 4: ZTEM In-phase Total Divergence (DT) at 

90Hz, showing Berg porphyry and other 

occurrences from Figure 2, and highlighting some 

features of interest. 

 

ZTEM and Magnetic Inversion Results 

 

The ZTEM data have been converted to equivalent 

resistivity-depth distributions by 3D ZTEM inversion 

using the UBC MT3dinv code (Holtham and Oldenburg, 

2008), respectively. The 3D inversion accounts for 

topography and used a 750 ohm-m half-space apriori start 

model. Figure 5 presents the 3D inversion result at -300m 

depth. The images in Figure 4 and Figure 5 resemble each 

other reasonably well, including well defined conductive 

centre that coincides with the main Berg porphyry. 

However, in addition to removing artifacts due to 

topography that affect the DT, the 3D inversion depth 

slice defines additional conductive anomalies not seen in 

the DT results, including Bergette. 

 

 
Figure 5: ZTEM 3D resistivity (red polygon) at -300m 

depth, highlighting some features of interest. 

 

 
Figure 6: 3D MVI magnetization amplitude depth slice at 

-300m depth, highlighting some features of interest. 
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Figure 6 presents the corresponding 3D magnetization 

amplitude depth slice at -300m, obtained from the Geosoft 

VOXI MVI 3D inversion code (Ellis et al., 2012), which 

accounts for magnetic remanence. Berg is clearly marked 

by a ring-like magnetization high that surrounds a low 

magnetic core, most likely reflecting alternating 

magnetite enrichment and depletion due to hydrothermal 

alteration. In contrast, as seen in the RTP results, Bergette 

and Tara/Sibola both coincide with high magnetization 

amplitude signatures. 

 

Figure 7 presents the multi-parameter 3D inversion results 

as cross-sections along north-south line L1200 across the 

centre of the Berg porphyry copper deposit. As shown in 

Figure 7b, the ZTEM inversion signature over Berg 

porphyry features a slightly more resistive inner core that 

is surrounded by a more conductive outer shell, agreeing 

with the annular lithologic, mineralization and alteration 

halo known to exist at Berg. The 3D inversion results 

further suggest that Berg’s conductive phyllic halo 

extends to great depth as well as outward into the country 

rocks. Figure 7a presents the corresponding 3D MVI 

magnetization amplitude section for L1200. The section 

shows that Berg occurs in a relative magnetic 

susceptibility low, likely reflecting magnetite depletion 

due to porphyry related hydrothermal alteration. 

 

 
Figure 7: Multi-parameter 2D-3D inversion cross-sections 

along north-south L1200 across Berg porphyry 

deposit: a) 3D MVI magnetization amplitude 

inversion; and b) 3D ZTEM resistivity inversion. 

 

Mineral Targeting Porphyry Copper Deposits 

 

Using recent examples of semi-automated, machine-

learning assisted targeting using airborne geophysics 

applied to orogenic and epithermal gold-silver (Kwan and 

Legault, 2023; Legault et al., 2023), a similar mineral 

targeting approach has been tested for hidden porphyry 

copper deposits using the Berg ZTEM and magnetic 

survey results. The approach uses a semi-automated, 

machine-learning (ML) assisted method that includes: 1) 

Structural Complexities (SC), 2) Self-Organizing Map 

(SOM) classifications, and 3) Supervised Deep Neural 

Network (SDNN) targeting of the geophysical data.  

The RTP magnetic data have been analyzed for structural 

complexity (SC), using the Geosoft CET (Center for 

Exploration Targeting) grid analysis tool (Holden et al., 

2012). The CET SC analysis tool outputs two parameters: 

i) the Contact Orientation Density (COD), and the 

Orientation Entropy (OE). Figure 8 presents the SC-

derived COD image. As shown, the structural complexity 

highs are concentrated in areas with known porphyry 

occurrences. 

 

 
Figure 8: Structural complexity (SC) analysis of 

magnetic data, showing the Contact Occurrence 

Density (COD), over mineral occurrences and 

inferred faults (dashed lines), and magnetic ridges. 

 

 
Figure 9: Self Organizing Map (SOM) results, 

showing anomalous SOM classes covering all the 

known porphyry copper occurrences. 
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Self-Organizing Map (SOM) are useful tools in analysing 

and classifying multiple datasets. The magnetic SC data 

(COD + OE), the 3D ZTEM inversion data (-300m 

resistivity depth-slice), and the 3D MVI inversion data (-

300m magnetization amplitude depth-slice) were used as 

inputs and classified using the Geosoft SOM GX tool 

(https://geosoftgxdev.atlassian.net). As shown in Figure 

9, the anomalous SOM classes (12 to 17) coincide with 

the known porphyry copper occurrences, namely Berg 

and Bergette, as well as lesser showings. 

 

The final mineral targeting step used the Supervised Deep 

Neural Network (SDNN) module in Google TensorFlow 

version TF 2.30 (https://www.tensorflow.org/). The 

training of the SDNN was performed on the Berg deposit 

area (Figure 10a) using the magnetic COD and OE layers, 

the SOM classification results, the ZTEM 3D -300 m 

resistivity depth slice, and the MVI 3D -300 m 

magnetization amplitude depth slice information. The top 

3.3% probability was selected for porphyry targeting 

(Figure 10b). 

 

 
Figure 10: (A) Berg deposit training area for SDNN, 

(B) top 3.3% target probability cut-off for targeting. 

 

The SDNN targeting was then applied to the entire Berg 

survey area, using similar multi-parameter data inputs as 

used in the initial SDNN training. Figure 11 presents the 

top 3.3% targeting probabilities over the DEM data, and 

the selected targets, T1-T4, which include Berg (T1) and 

Bergette (T2) as well as two other targets that also host 

known mineral showings and therefore represent potential 

areas for follow-up. 

 

CONCLUSION 

 

The ZTEM and magnetic results from the Berg Project 

present an excellent opportunity to study the geophysical 

signatures over an undeveloped yet significant porphyry 

copper deposit and the surrounding region. The Berg 

survey has led to the successful characterization of the 

known porphyry deposit based on resistivity and magnetic 

susceptibility. The ZTEM survey results, augmented by 3D 

inversions, appear to map all the known porphyry deposits 

and occurrences at Berg, including the Bergette target. 3D 

ZTEM inversion analyses appear to confirm the bedrock 

source of conductivity that extend from surface to >500m 

depths. The magnetic and ZTEM results at Berg closely 

resemble those previously found in ZTEM surveys in the 

Western Cordillera, such as Morrison, Pebble, and Mt 

Milligan, including alteration-related, ring-like conductive 

highs that surround higher resistivities in the core and 

similar ring-like magnetic highs surrounding magnetic 

lows in the porphyry centres. The magnetic response is 

expected to be caused by magnetite enrichment in the outer 

halo and depletion in the centre. The increased conductivity 

within the mineralized porphyries at Berg show reasonable 

correlation with moderate to weak intensity phyllic 

alteration associated with hypogene mineralization. 

 

 
Figure 11: The SDNN top 3% probabilities over the 

DEM data and the selected potential porphyry 

targets (T1-T4), including Berg (T1) and Bergette 

(T2). 

 

Finally, an approach for porphyry targeting has been tested, 

which uses a semi-automated, machine-learning (ML) 

assisted method that includes: 1) Structural Complexities 

(SC), 2) Self-Organizing Map (SOM) classifications, and 

3) Supervised Deep Neural Network (SDNN) targeting of 

the geophysical data. SC analysis of magnetic results has 

shown a close relationship between areas of structure 

intersection density and orientation diversity and the 

known porphyry occurrences. The SOM analysis showed 

the most anomalous classes coincide with the known 

porphyry copper occurrences, and other showings. Finally, 

the SDNN analysis, using Berg deposit as a training area, 

identified four main target areas that include both Berg and 

Bergette, as well as two other known mineral showings and 

that represent potential areas for follow-up. 
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An adaptive finite element solver for three-dimensional electromagnetic inductions

Jianbo Long
Centre for Geophysical Forecasting, Norwegian University of Science and Technology

Department of Earth Sciences, Memorial University of Newfoundland

Summary

Forward modelling of three-dimensional (3-D) electromagnetic (EM) data over realistic Earth models remains
important but also challenging due to complexities in mesh design and high computational costs. Typical exam-
ples of realistic Earth models in terms of electrical conductivity distribution include high conductivity contrast
(e.g., highly conductive ore bodies in mineral deposit explorations, seawater effects in marine magnetotelluric
and controlled-source EM surveys), realistic topography and bathymetry (e.g., seafloor) and extreme geometries
(e.g., small steel-cased wells). In these scenarios, generating and manipulating 3-D meshes with sufficient quality
required by corresponding numerical algorithms in modelling EM responses are difficult and time-consuming
even with the state-of-the-art meshing tools.

To solve such challenge, an adaptive finite element solver designed for EM data over 3-D models is being
developed. The Maxwell’s equations for electric and magnetic fields are transformed into the second-order
Helmholtz equation for the electric field which is then numerically solved using edge-based finite element method.
The Earth model is discretized using unstructured tetrahedral meshes to provide maximum conformity in
approximating realistic geometries with a minimum amount of cells in the mesh.

The adaptive EM solver takes advantage of the open-source finite-element package MFEM in terms of adaptively
refining the tetrahedral mesh. The adaptive mesh refinement in the package supports local iterative refinements
(i.e., goal-oriented refinement), and both conformal and non-conformal subdivisions of selected tetrahedra of
the mesh. As to finite element method, the package supports various orders of basis functions using hierarchical
finite element approach, leading to the potential capability of p-adaptivity of the EM solver.

To demonstrate the capability of the developed solver so far, a 3-D frequency-domain controlled-source EM
survey that comprises a long electric wire source (of length 100 m) at the surface and a rectangular conductor
(conductivity of 1 S/m, dimension of 1 km by 1 km by 100 m) buried in a uniform, resistive subsurface
(conductivity of 0.01 S/m) is used. This survey mimics a typical EM survey for metallic mineral deposits. The
modelling accuracy and performance of the newly developed solver are illustrated by comparing the modelled
responses to those obtained using a previously developed, stand-alone high-order finite-element solver.

Keywords: three-dimensional modelling, finite element, numerical method, adaptive
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Using convolutional neural networks to classify UXO with multicomponent
electromagnetic induction data

Jorge Lopez-Alvis1, Lindsey J. Heagy1, Douglas W. Oldenburg1, Stephen Billings2 and Lin-Ping Song2
1University of British Columbia

2Black Tusk Geophysics

Summary

Electromagnetic induction (EMI) methods are commonly used to classify unexploded ordnance (UXO) in both
terrestrial and marine settings. Modern time-domain systems used for classi�cation are multicomponent which
means they acquire many transmitter-receiver pairs at multiple time-channels. We developed a convolutional
neural network (CNN) that classi�es UXO directly from EMI data. Analogous to an image segmentation
problem, our CNN preserves the spatial dimensions of the input and produces a high-resolution classi�cation
map. The CNN is trained using synthetic data generated with a dipole forward model considering all possible
UXO and clutter objects. A physics-based parameterization of the clutter classes is used to maximize clutter
discrimination. Our approach was tested on data acquired with the UltraTEMA-4 system in the Sequim
Bay marine test site. Including spatially correlated noise in our training dataset signi�cantly improved our
classi�cation results for �eld data. For this test dataset, our CNN-based approach detects all UXOs and
discriminates ∼70% of the clutter.

Keywords: electromagnetic induction, UXO classi�cation, convolutional neural network

Introduction

The use of EMI systems to detect and classify UXO
on land is well established. Recently, systems such
as the UltraTEMA-4 (Funk et al., 2022) have also
been designed for underwater munitions. Advanced
systems aim to reduce costs related to excavation and
interrogation by discriminating non-UXO objects in
a single pass. These systems usually rely on many
sources and receivers and create spatially dense data
which has high information content since the targets
are illuminated from di�erent angles.

The usual work�ow for clearing a site consists of gen-
erating a map from EMI data from which anomalies
of interest are picked, then classi�cation is done for
each of these anomalies and a target list is obtained.
Picking anomalies from a gridded image created from
sensor data is done by setting some threshold value of
amplitude chosen to maximize the detection of ord-
nance expected at the site without including anoma-
lies from sensor noise or smaller items. Once the
anomalies are picked, classi�cation is done using a
physics-based inversion approach where polarizabil-
ity curves are estimated from the EMI data. These
curves are then compared with those in a library to
look for a match based on some mis�t and a class is
assigned (see e.g. Pasion et al., 2007).

In this work, we develop a work�ow that takes EMI
data directly and produces a classi�cation map using
two CNNs from which a �nal single class may be as-
signed to each anomaly detected. Both CNNs have
the same architecture but the �rst one is only used
to detect anomalies from metallic objects while the
second creates the classi�cation map.

Methods

We use two CNNs to detect and classify UXOs from
EMI data. The input for the CNNs was de�ned as a
two-dimensional data map considering a �xed num-
ber of transmitter cycles in the along-track direction
and the spatial extent of the receivers in the cross-
track direction. Analogous to an image segmentation
problem, our CNN outputs a classi�cation map that
preserves the spatial dimensions of the input (Fig-
ure 2). The label masks used for training are de�ned
using the magnitude of dB/dt (computed from x,y,z
components measured at receivers), adding them up
for all the transmitters and thresholding this sum at
a speci�c value (Figure 3). Data is processed per-line
using a �xed sliding window with steps equal to one
and a simple voting scheme is used to get a single
class value per receiver location.
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We train the CNNs using synthetic data generated
with a dipole forward model considering all possible
UXO and clutter objects. This forward model uses
polarizability curves from a library; each object in
the library has three polarizability curves associated
with three orthogonal axes aligned with its geometry.
This dipole model has been shown to be accurate for
compact objects such as UXOs. The clutter objects
were designed based on the following physics-based
parameterization for the polarizability curves (Pasion
& Oldenburg, 2001):

L(t) = kt−β exp (−t/γ) (1)

Where L(t) denotes the polarizability as a function
of time t and k, β and γ are parameters related to
the decay of the EM signal in the object. Using this
model, we estimate the values of k, β and γ for the
UXOs in the library. Since we have a polarizability
curve L(t) for each of the three axes, there are a to-
tal of 9 parameters to be estimated. Then, we set a
distance threshold value, above which, the remaining
parameter space is �lled with values that we attribute
to clutter (Figure 1).

Figure 1: Parameter space depicting clutter design
strategy; shown is a simpli�ed 2D parameter
space while our approach uses a 9-dimensional
parameter space.

The architecture of both CNNs is the same but the
�rst one is trained as a binary classi�er that outputs
a map which labels data as either background or TOI

(target of interest) whereas the second one is a multi-
class classi�er that outputs a map with UXO type
class. This two-step approach is mainly done due to
the need to separate anomalies and background data
in order to estimate spatially correlated noise from
the �eld data and add it to the training data. This
step was found crucial to improve classi�cation results
of �eld data with our CNN.

The output of the second CNN is a classi�cation map
which may also be expressed as a set of probability
maps, each showing the data points likelihood of be-
longing to a certain class. To obtain a single class for
each anomaly identi�ed, we simply take the average
probability values for all data points within a certain
cell surrounding the anomaly (such cells are picked
manually from the previous binary map) and select
the class with the highest average probability (Figure
4).

Test data

We tested our approach using �eld data acquired with
the UltraTEMA-4 system in the Sequim Bay marine
test site (Funk et al., 2022). The �rst CNN of our
work�ow was trained with 20,000 examples of syn-
thetic data and binary label masks, while the second
CNN was trained with 400,000 examples of data and
multi-class label masks. Classi�cation results for the
�eld data show that our approach detects all UXOs
and discriminates ∼70% of the clutter (Figure 5).

A preprocessing step was used to remove the EM
response of conductive seawater and sediments but
some spatially correlated noise still remains in the
data. Our work�ow is able to cope with this by us-
ing the �rst CNN to separate background signal from
anomalies in the �eld data. Then, we randomly sam-
ple pieces of this background signal and add them to
the training dataset of the second CNN.

Discussion

A key feature of our CNN is its segmentation-like ar-
chitecture. Compared to a �rst version of the CNN
(Heagy et al., 2020), this new architecture is able
to provide higher-resolution classi�cation maps which
do not require interpolation and therefore is less likely
to miss small objects. However, our CNN has not
been trained for multi-target scenarios (two objects
close together i.e. in the same spatial window) hence
it may lead to errors for such cases. In future work, we
plan to explore this multi-target scenario by including
these cases in the training dataset of our CNN.
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The clutter design is also an important part of our ap-
proach. As with any machine learning approach, the
CNN needs to be trained with examples not only of all
UXOs but also with all possible clutter objects. The
physics-based parameterization used here (Equation
1) attempts to exhaustively cover all possible clutter
objects by setting a distance in the parameter space.
The value for this distance has to be tuned in order
to maximize clutter discrimination without decreas-
ing UXO detection. This distance may be chosen us-
ing a line of synthetic data that includes both UXOs
and objects with the expected dimensions of clutter
and/or with a �eld calibration line that is usually
available for UXO clearance projects.

Other choices such as grouping the UXO objects,
adding random noise to the training dataset and aver-
aging probabilities for overlapping (sliding) windows
have also slightly improved the performance of our
second CNN.

Conclusion

Modern EMI systems used for UXO classi�cation col-
lect spatially dense data with su�cient information
to classify di�erent types of UXO and discriminate
clutter. The traditional approach for classi�cation
is based on inversion and polarizability curve match-
ing. We developed a CNN-based approach for UXO
classi�cation directly from EMI data. Our approach
uses two CNNs, the �rst one for anomaly detection
and the second one for classi�cation. Their architec-
tures follow an image segmentation structure where
the output preserves spatial dimensions of the input
and therefore produce high resolution classi�cation
maps. The CNNs were trained with synthetic data
using a dipole model and considering UXOs and all
possible clutter objects, which were designed in a
physics-based parameter space. Spatially and tem-
porally correlated noise that is consistent with that
of the �eld is also added to the training dataset to
improve classi�cation results. Our work�ow was ap-
plied to marine EMI dataset from a test site where it
successfully detected all of the UXOs while discrimi-
nating ∼70% of the clutter.
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Figure 2: Proposed CNN architecture to detect and classify UXO directly from EMI data.

Figure 3: De�ning label masks from EMI data.

Figure 4: Computing average probabilities to assign a �nal label from the CNN output.
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Figure 5: Classi�cation for Sequim Bay �eld data (2021), colors indicate the classi�cation map produced by
the CNN and shown labels are given by our voting system.
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Summary

We investigate a new method called surface geometry inversion (SGI) for the inversion of transient electromag-
netic (TEM) data. Our SGI parameterizes the model in terms of the coordinates of the nodes used to specify
the tessellated surface that defines the interface between different geological units. The SGI then inverts for
the locations of these nodes. The constructed model directly provides the geometry of the target, which can
be more useful than a fuzzy image of conductivity for an exploration project. Our SGI only has the data
misfit term in the objective function. A genetic algorithm (GA) is used to solve the over-determined problem
in the optimization. We use a finite-element solver with unstructured tetrahedral meshes to solve the TEM
forward modeling problem used to evaluate the data misfit of each candidate model in the GA population. We
investigate a new parameterization method specifically designed for thin, plate-like structures. We test our SGI
and the new parameterization method using a real dataset collected in the Athabasca Basin, Canada.

Keywords: Surface geometry inversion, transient electromagnetic, genetic algorithm, finite-element method

Introduction

Transient electromagnetic (TEM) methods have been
widely used in mineral exploration to target graphitic
faults (Lu et al., 2021) and volcanogenic massive sul-
phide deposits (Malo-Lalande et al., 2020) which typ-
ically have a thin, steeply dipping structure. In recent
years, significant progress has been made in the 3D
minimum-structure inversion of EM data and such in-
versions have seen routine use in exploration projects
(Yang et al., 2019). However, it is well known that
the minimum-structure inversion algorithms tend to
construct models with smooth features when using
the l2 measure of model roughness as a regulariza-
tion term to reduce the non-uniqueness. The smooth
models can be problematic for thin, steeply dipping
geological structures commonly seen in mineral ex-
ploration projects because the anomalous conductive
zone in the constructed model can be many times
larger than the true thickness of the thin conductor
(Yang et al., 2019). It is therefore difficult to extract
the information on the true location of the thin con-
ductor, making it challenging for drill targeting.

We are investigating a different method we call sur-
face geometry inversion (SGI) in an attempt to con-
struct models with distinct boundaries with sur-
rounding rocks. The SGI method can work directly
with 3D explicit surfaces constructed based on re-
alistic, arbitrarily shaped geological targets, and the

constructed model is consistent with the 3D computer
models that geologists use during exploration, which
typically use tessellated surfaces to represent the in-
terfaces between different geological units. Our SGI
method only focuses on localized anomalous targets
whose boundary interfaces are represented by tessel-
lated triangular facets.

Different from previous potential data SGI (Galley
et al., 2021), the background physical property model
has to be incorporated for TEM problems. The back-
ground model can either be obtained from a trial-and-
error modeling or from voxel inversion. To deal with
thin, steeply dipping conductors, we develop a new
parameterization method. Instead of parameterizing
the entire outer surface of the target, we only use a
triangular surface mesh to represent the center of the
plate-like target. We then reconstruct the thin struc-
ture from the parameterization surface. To calculate
the TEM forward response of each model, TetGen (Si,
2015) is used to automatically generate the unstruc-
tured tetrahedral mesh for the entire model once it’s
built. We then solve the forward modeling problem
using a finite-element (FE) solver based on Li et al.
(2018).

We use a real-data example from a uranium explo-
ration project to show that our SGI can successfully
construct a thin and bending conductor model that
matches well with drilling data.
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Methods

Model parameterization

We use a bending surface comprised of triangular
facets to parameterize thin conductors. As shown
in Figure 1, to reconstruct the thin conductor, the
surface is first duplicated and then the original and
newly duplicated surfaces are moved in opposite di-
rections. The direction is calculated by the average
of the normal vectors of all triangles in the original
parameterization surface sharing the node. To create
a conductor of varying thicknesses at different parts,
different distances could be applied when moving dif-
ferent node pairs. Eventually, the two surfaces are
sewn together to obtain the thin conductor. During
the SGI, we only allow the nodes to be moved per-
pendicular to the strike of the conductor.

Duplicate
Sew

Original node Duplicated node

Parameterization
 surface

Thin conductor

Figure 1: The thin conductor is obtained from
sewing the original surface and its duplicate af-
ter moving them along the normal direction of
the surface.

The physical properties within an anomalous body
can also be included as inversion parameters. We sub-
divide the conductor by simply connecting the four
nodes of two edges that correspond to the same edge
in the original parameterization surface into two tri-
angles. Afterwards, the number of subdivided vol-
umes becomes equal to the number of triangles in the
parameterization surface. We assign a constant phys-
ical property value to all tetrahedral cells inside the
same volume after the mesh discretization.

Surface geometry inversion

Our inversion minimizes an objective function which
only contains a data misfit term. The normalized χ2

measure of misfit is used here, which can be written

as

Φ =
1

N

N∑
i=1

(dprei − di)
2

σSD
2
i

, (1)

where di and dprei are the ith observed and predicted
data, respectively; σSDi is the uncertainty assigned to
that datum; and N is the number of data. The mini-
mization of Equation 1 is an overdetermined problem
as there are typically more data than model parame-
ters for EM problems. Moreover, Equation 1 is signif-
icantly non-linear. Consequently, a global optimiza-
tion algorithm, GA, is used to minimize Equation 1.

To obtain the first generation of the GA population,
we randomly perturb the facets’ vertices of an input
surface model, referred to as the initialization model,
within a predefined volume. For real data examples,
the initialization model is a best guess of the real
Earth and therefore is included in the initial popula-
tion. The topology of the initial model is preserved
while the facets’ vertices are changed during the in-
version. The volume used to initialize the first gener-
ation is called the initialization volume and the vol-
ume used to bound new candidate models is called
the search volume. The search volume can be differ-
ent from the initialization volume but here we use the
same volume for both.

Example

The Preston Lake Project is a uranium exploration
project located just south of the Athabasca Basin in
Saskatchewan Province, Canada (Figure 2). In De-
cember, 2017, a moving-loop TEM (MLTEM) survey
was conducted. Data were collected on six profiles,
with a total length of 18 km (Figure 3). A 100 by 100
m transmitter loop was used and the receiver offset
was 200 m. In total, 20 channels of three-component
dB/dt and B-field data were collected but we only in-
verted the B-field data. Later, six holes (purple dia-
monds in Figure 3) were drilled and five holes encoun-
tered graphite-bearing fault conductors with a thick-
ness ranging from a few meters to nearly 20 m. The
early-time data are noisy, which is possibly caused by
a heterogeneous near surface conductivity distribu-
tion, so the first eight channels of the measured data
are discarded.

The data from L2400E and L3200E were inverted.
The data from the stations at either end of the profile
were excluded from the inversion as they do not con-
tain information of the conductor. We assigned σSD

as the maximum value of the instrument standard de-
viation and 5% of the datum plus a noise floor of 0.001
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pT. A background conductivity model was obtained
from trial-and-error modeling with a model compris-
ing a conductor buried in a layered Earth model.

Figure 2: Precambrain geological domain map of
northern Saskatchewan, Canada. The Pre-
ston Lake Project is located just outside the
Athabasca Basin (pale yellow) to the southwest
as indicated by the green shaded area (after Lu
et al., 2021).
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Figure 3: The North Grid of the 2017 MLTEM
survey. The blue rectangles represent the first
and the last transmitters of each profile while
the red dots mark all the receivers in each pro-
file. The purple diamond symbols represent
drill holes. The gray line represents the con-
ductor trend.

There were 26 nodes connected into 34 triangles in
the parameterization surface (Figure 4). All nodes in
the model were only allowed to move perpendicularly
to the strike direction estimated from the trial and

error modeling. We also inverted the conductivities
of different parts of the conductor. In total, the num-
ber of inversion parameters was 60 (26 nodes moving
perpendicularly to the strike direction plus 34 regions
having unique conductivity values).

We ran the inversion on seven computing nodes each
with 40 CPUs running at 2.5 GHz. There are 280
MPI processes each with one OpenMP thread. The
size of the GA population was 279 and the responses
for all the models in the population were being calcu-
lated in parallel. The inversion took on average 34.2
minutes for each iteration and the total time for the
inversion to finish 200 iterations was about 114 hours.

Figure 4: The initialization surface used for the SGI
of the Preston Lake data. Each of the triangles
is assigned with a fixed conductivity.

The data misfit drops from about 43.8 to 15.9 in 200
iterations (Figure 5). The curve becomes flat after
175 iterations and we consider the inversion has con-
verged. Figure 6 shows the data fitting of Profile
L3200E. The data fitting is good in general, except
for early-time channels in the inline and vertical com-
ponents. The relatively worse match between the pre-
dicted and observed data for the in-line and vertical
components for the first few channels is indicative of
an insufficiently accurate background model. This is-
sue can be potentially resolved by using a background
model obtained from a voxel inversion instead of trial-
and-error modeling. Additionally, we only used a
small number of nodes in the parameterization sur-
face, which may be insufficient to represent the subtle
features in the real geometry of the conductor.

Figure 7 shows the parameterization surface from the
SGI constructed model. The conductor intersects
with the graphitic fault at almost the exact true lo-
cation (the red section of the two color bars used to
represent the two drill holes PRE-01 and PRE-02).
The good agreement between the constructed model
and the drilling data indicates the SGI is success-
ful. The conductor bends to the south and north,
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respectively, at profiles L2400E and L3200E in the
constructed model, which is consistent with the gen-
eral trend revealed in the MLTEM survey as well as
drilling data for the entire grid. The geometry of the
conductor stabilizes after about 70 iterations.

Discussion

Compared with minimum-structure inversion, our
SGI algorithm requires more computational resources
but it can provide constructed models that are more
consistent with the kinds of thin, steeply dipping con-
ductors encountered during mineral exploration (and
the 3D computer models used by geologists to repre-
sent such targets). Additionally, the uncertainty in-
formation of the inversion parameters can be obtained
via a Markov Chain Monte Carlo sampling method as
shown by Galley et al. (2020). Such uncertainty infor-
mation can be critically important when it comes to
drill targeting and risk mitigation. A priori geological
information is important for our SGI as it’s used to
build the initialization model which has a significant
impact on the final constructed model. As observed
in the example, an inaccurate background conduc-
tivity model may cause difficulties for the SGI to fit
the entire data set, and constructing the background
model from a voxel inversion could potentially solve
this issue. Consequently, we consider our SGI as a
tool that can be used to refine the geological model
at later stages of exploration projects.

Conclusion

We have implemented the surface geometry inversion
algorithm for 3D TEM data inversion. Our parame-
terization method allows for flexible and efficient pa-
rameterization of thin, plate-like conductors. The
constructed model of the SGI placed the conduc-
tor at the correct location according to the drilling
data. The geometric information about the conduc-
tor is more useful than a fuzzy conductivity image
one would get from a minimum-structure inversion,
with which drill targeting is difficult.
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SUMMARY 

Fluxgate magnetometers are commonly used to provide high-fidelity vector magnetic field measurements. The magnetic 
noise of the measurement is typically dominated by that intrinsic to a ferromagnetic core used to modulate (gate) the local 
field as part of the fluxgate sensing mechanism. A polycrystalline molybdenum-nickel-iron alloy (6.0–81.3 Mo 
Permalloy) has been used in fluxgates since the 1970s for its low magnetic noise. Guided by previous investigations of 
high permeability copper-nickel-iron alloys, we investigate alternative materials for fluxgate sensing by examining the 
magnetic properties and fluxgate performance of that permalloy regime in the range 28–45 % Cu by weight. Optimizing 
the alloy constituents within this regime enables us to create fluxgate cores with both lower noise and lower power 
consumption than equivalent cores based on the traditional molybdenum alloy. Racetrack geometry cores using six layers 
of ~30 mm long foil washers consistently yield magnetic noise around 4–5 pT/√Hz at 1 Hz and 6–7 pT/√Hz at 0.1 Hz 
meeting the 2012 1-second INTERMAGNET standard of less than 10 pT/√Hz noise at 0.1 Hz. 
 
Keywords: fluxgate, magnetometer, copper-permalloy,  
 
 

INTRODUCTION 
 

In December 2007 one of us (Narod) rediscovered a 
paper by von Auwers and Neumann (1935), titled in 
English “On Iron- Nickel-Copper Alloys of High Initial 
Permeability,” and this eventually set into motion our 
examination of copper permalloys as potentially useful 
materials for fluxgate magnetometer sensors. 
Specifically, we are interested in copper permalloy’s 
potential to simultaneously provide low magnetic noise 
and low power consumption in a fluxgate sensing 
application. With the assistance of colleagues at 
Zentralanstalt für Meteorologie und Geodynamik 
[ZAMG, now Geosphere Austria] we had located a loose 
paper copy in a box of collected papers, situated in the 
library of the Austrian Academy of Sciences in Vienna, 
a collection which conveniently for us had been 
catalogued by their librarians. This paper was last cited 
in 1961 (Puzei, 1961), and had disappeared from living 
memory. A single citation of it in Bozorth (1951) had 
caused us to spend several years searching for it. The 
collection of copper permalloy data included in von 
Auwers and Neumann (1935), extraordinary in both 
quantity and quality, are reproduced in translation: 

https://egusphere.copernicus.org/preprints/2023/egusphe
re-2023-2191/ 

 

THE CASE FOR COPPER PERMALLOYS 

 
Miles et al., (2022) presented along with 6%Mo 
permalloy our first trial of a copper permalloy. This 
alloy consisted of 28% copper, 62% nickel and balance 
iron, which we designate 28Cu62Ni. The case for 
28Cu62Ni went as follows: 
We knew that 6%Mo permalloy has several properties 
that are thought advantageous for fluxgate sensor 
materials. These are 1) minimum magnetocrystalline 
anisotropy, 2) minimum bulk magnetoelastic anisotropy, 
3) minimum saturation magnetization of all such 
materials satisfying 1) and 2), and 4) a requirement for 
slow cooling during heat treatment, to minimize residual 
stress (Pfeifer, 1966; English and Chin, 1967; Pfeifer 
and Boll, 1969). These papers all placed the zero-
crossings satisfying 1) and 2) over a range of 
compositions including 4-6% molybdenum. But from 
their Figures 6%Mo uniquely also satisfied both 3) and 
4), and these papers’ Figures ultimately drove the choice 
to use 6%Mo in a new generation of fluxgate 
magnetometers. 

Our first trial with a copper fluxgate sensor made from 
28Cu62Ni (Miles et al., 2022) produced performance 
results comparable to a nominally identical sensor made 
from 6%Mo permalloy, and for some parameters such as 
power consumption the 28Cu62Ni alloy sensor 
outperformed. The success of our initial copper alloy 
trial encouraged us to expand our investigations of 
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copper permalloys, seeking more resolution in 
composition and extending our fluxgate sensor builds to 
alloys with much higher copper contents. It is well 
known that lower 𝑩sat	leads to improved noise 
performance. 

The choices for our alloy compositions were guided by 
von Auwers and Neumann (1935). For the copper 
contents we selected the range 28-45%Cu. For our 
minimum copper-content alloys we chose 28%Cu with 
about 60%Ni. This coincided with the maximum initial 
permeability measured by von Auwers and Neumann 
(1935). This collection included 52 specimens, with the 
composition range plotted in Fig. 1.  

 

Figure 1. The range of copper-permalloy compositions in our 
study, outlined in red and superimposed on von Auwers and 
Neumann (1935) Fig. 8.  

DISCUSSION 
 
We measured DC resistivity, saturation induction, initial 
permeability, DC coercivity on fifty of our alloy specimens. 
Four of our specimens were further tested for Curie 
temperatures and were built into racetrack fluxgate sensors 
for further performance testing. Noise and power 
consumption results are presented in Fig. 2. 
 
All our magnetic properties data with discussions, and a 
discussion of a century of history of copper permalloys, are 
now published as a research paper: 

https://egusphere.copernicus.org/preprints/2023/egusphe
re-2023-2191/ 

The reader is directed to this publication. 

 

Figure 2. Fluxgate noise PSD and power consumption for five 
alloys. 

We expected that as we increased copper content both 
power consumption and noise PSD would be reduced, 
the former from the lower field strength needed for 
saturation and the latter due to the well-known relation 
between saturation and noise PSD. These relations were 
both confirmed. What we did not know in advance was 
how hypothetical poorer magnetic anisotropy levels 
might impact the measured magnetic properties and 
noise levels. Narod (2014) predicted that such impacts 
should vary only slowly with anisotropy and our data 
confirm that. By far the biggest impact magnetic 
properties have on sensor noise performance is that of 
saturation induction.  

CONCLUSION 

Our investigation of the 28-45% copper permalloy 
regime’s magnetic properties has led us to alloys which 
have yielded fluxgate sensors with noise PSD and power 
consumption improvements over those of the legacy 
6Mo81.3Ni permalloy composition. Racetrack sensors of 
our lowest noise and power alloy, 45Cu50Ni, have noise 
PSD levels well below 10pT/√Hz at both 1.0Hz and 
0.10Hz, easily satisfying the 1-second INTERMAGNET 
requirement (Turbitt, 2014).  

Our first alloy selected for further sensor testing, 
43Cu52Ni, shares its 100C 𝑇𝑐	with our lowest noise 
alloy, 45Cu50Ni, but has much higher initial 
permeability. Many uses for low noise magnetic sensors 
require long durations of data collection, and sensor 
stability, over both time and temperature is an issue. Our 
future investigations must address these properties.  

Our present results have relied heavily on the existence 
of the data presented by von Auwers and Neumann 
(1935), but no such comprehensive examination of 
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molybdenum permalloys was ever undertaken. There 
may yet be room for improvement of molybdenum 
permalloys in fluxgate sensors, with molybdenum 
content higher than that of the legacy 6% materials. In 
our future work we plan to investigate these alloys.  

The performance of these new alloys is expected to 
enable further miniaturization of the fluxgate sensor 
while preserving geophysically useful magnetic sensing 
performance. 
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SUMMARY 

This study investigates the optimization of Semi-Airborne Electromagnetic (SAEM) surveys for enhanced subsurface 

imaging in mineral exploration. Synthetic modelling and advanced inversion techniques are employed to analyse the 

impact of various survey parameters. The study emphasizes the advantages of multi-component inversion, optimal 

receiver spacing, transmitter length, and orientation for accurate target recovery. It highlights the utility of multi-

transmitter systems in overcoming challenges posed by distortion and masking of anomalies. The study further explores 

real data utilization and the challenges of large-scale surveys. It presents an innovative approach of interpolating inversion 

results from smaller patches to create an initial model for large-scale inversion, enabling efficient processing of extensive 

survey data. The research contributes practical insights to refine SAEM surveys, offering an equilibrium between 

resolution and cost for enhanced mineral exploration. 

 

Keywords: SAEM surveys, electromagnetic inversion, mineral exploration, large-scale inversion, Survey design. 

 

 

INTRODUCTION 

Semi-airborne electromagnetic (SAEM) surveys have 

gained prominence in mineral exploration due to their 

capability to rapidly cover extensive areas (Kearey et al. 

2002, Dentith and Mudge. 2014). However, the efficient 

imaging of deep conductive targets remains a challenge in 

geophysical exploration (Chen and Sun. 2020, Ke et al. 

2023). In this context, this abstract delves into the process 

of optimizing SAEM surveys by dissecting the impact of 

various survey parameters on subsurface imaging quality. 

The findings are aimed at refining the practical 

implementation of SAEM surveys to enhance mineral 

exploration (Nazari et al. 2023). 

The division of extensive survey areas into distinct 

patches (single flight area that include a Transmitter is 

called a single patch) is introduced as a strategy, 

exemplified by survey zones in the Harz region that is 

known for its mineral deposits. The benefits of multi-

patch inversion are discussed. To address the 

computational demands of large-scale surveys, the 

concept of interpolating inversion results into a larger 

mesh is proposed for more efficient large-scale 

inversions. 

 

METHODS 

Our investigation employs synthetic modelling and real 

data inversion techniques in tandem with advanced 

inversion methods. We solve the total-field formulation 

of the Maxwell equations based on finite element forward 

operator custEM (Rochlitz et al. 2023), and pyGIMLi 

(Rücker et al. 2017) with a conjugate gradient inverse 

solver (Günther et al. 2006). 

This method uses ground-based transmitters and airborne 

magnetic field receivers. By simulating diverse survey 

scenarios, we systematically analyse the influence of 

different parameters on the accuracy of electromagnetic 

inversion results. Then importance of single and multi-

patch inversion, in handling large-scale surveys with real 

data and synthetic examples discussed.  

 
Figure 1: Recommended (Nazari et al. 2023) optimized 

survey layout (to be adapted to field conditions). The length 

of all transmitters and spacing between parallel transmitters 

was 3 km, using common groundings that reduced logistic 

effort. Three of the overlapping flight patches are given as 

examples (each covering an area of 24 km2): (A) over the 

lower-left Tx (dashed blue), (B) over the lower-right Tx 

(solid blue), and (C) over the optional Tx (dashed green). 

 

The simplest case in using real data is that we have only 

one transmitter (single patch) and several receiver points 
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like patch A in Figure 1. In this case, for example, one 

flight for a single transmitter can cover an area of 6 x 4 

km. In single-patch mode, fine discretization can be used, 

which helps to separate anomalies. In this case, the 

number of data is small, and the covered area is small, 

which means that the inversion uses less resources.  

 

Results of synthetic modeling 

The study of Nazari et al. (2023) explores the 

effectiveness of various techniques in enhancing the 

accuracy and resolution of semi-airborne electromagnetic 

(SAEM) surveys for mineral exploration.  

1. Multi-Component Inversion: three-component 

inversion improves accuracy and boundary recovery in 

the results over single component by enhanced resolution.  

2. Receiver Spacing: The study in this case suggests a line 

spacing of 200 m with 100 m in-line spacing as a balanced 

trade-off between cost and resolution. This parameter 

more depends on target dimensions.  

3. Transmitter length: Optimal recovery of targets within 

3 km from the transmitter requires a transmitter length at 

least twice the target dimension.  

4. Multiple Transmitters: The use of multiple transmitters 

is crucial for more complex structures. Single transmitters 

can distort results and mask subsequent bodies. 

Employing two transmitters on both sides of the target 

enhances resolution and depth accuracy (Figure 2). 

Parallel transmitters are more effective in areas with prior 

knowledge of strike, Figure 2 shows result of using 2 

transmitters at both side and parallel to the target, in non-

2D settings perpendicular are recommended. 

The study's key findings emphasize optimizing SAEM 

surveys for efficient subsurface imaging in mineral 

exploration. Multi-component inversion, appropriate 

transmitter orientation, and geological considerations 

enhance survey resolution. The proposed survey layout 

(Figure 1) balances resolution and cost.  

 
Figure 2: Inversion results for a body located at different 

depths: (a–c) 150 m; (d–f) 300 m; and (g–i) 500 m from 

the surface, and for different transmitter separation 

distances: (a,d,g) 2 km; (b,e,h) 3 km; and (c,f,i) 4 km. 

Real Data Example 
Figure 3 shows total of about 25 flight areas in Harz 

(central Germany), of which we focus on three patches in 

the Bad Grund area. For example, the result of the 

inversion (completed in 6 hours) of one of the transmitters 

shown in the Figure 4a/b.  
After the data is obtained, it can be checked as a single 

patch first, but we saw that if more than one transmitter is 

used, the underground conductivity distribution can be 

obtained more accurately. For this purpose, the data from 

several transmitters (multi patches) must be entered into 

inversion. Figure 4 shows the result for all three white 

flight areas. In this case, an area of 30 km² has been 

covered. However, this is more time-consuming, in this 

case more than 75 hours. As the number of patches 

increases, even more time is required, as well as more 

processing resources that easily go beyond computers 

clusters. In Figure 4, we present the results of single and 

multi-transmitter Inversions. In subfigures a and b that are 

outcome of single transmitter inversion (Tx2), we observe 

a conductive body labelled as "M" on the left side of the 

image at depth 550 meters below sea level (mbsl). The 

resolution for this body is notably high, providing a clear 

and detailed representation. On the right side of 

subfigures a and b, we encounter a conductive area 

labelled as "N." This area starts from the 0 mbsl and 

extends to a significant depth about 1000 mbsl. However, 

the resolution for "N" is notably poor, particularly as it 

descends deeper into the subsurface. As discussed earlier, 

enhancing resolution is of paramount importance in 

geophysical surveys. One of the most effective strategies 

to achieve this is to employ multiple transmitters. 

Subfigures c and d, located on the right side, illustrate the 

substantial improvement in resolution achieved through 

the use of multiple transmitters. The poorly resolved 

conductive area "N" on the right side in the single-

transmitter mode becomes highly resolved with multiple 

transmitters. This enhanced resolution extends to a depth 

of 1000 mbsl. Additionally, the resolution of conductive 

body "M" also experiences a noticeable enhancement, 

although to a lesser degree. In the multi-transmitter mode 

in the "O" area, a previously unseen conductive area 

comes to light. This new discovery was concealed in the 

single-transmitter mode, showcasing the significance of 

using multiple transmitters in subsurface exploration. 

 
Single patches showed in Figure 3, cover about 300 

square kilometres. An idea that can be used to avoid this 

problem is the case that  

1. the inversion is performed as a single patch,  

2. the results of these single patches are 

interpolated to a mesh that includes all the areas 

with larger cell sizes and combined by using a 

coverage-weighted mean of all patches,  



3. The latter is used as the input of the Large-scale 

inversion.  

We show this process here with a synthetic example. 

We consider a simple model that consists of a thin 

dipping plate along with the background. We survey 

this area using two different patches (Figure 5a and 

b). Then we enter each of these single patches 

separately into inversion. Then we interpolate the 

inversion result into a larger mesh that includes all 

areas as Figure 5d shows. Now we consider this 

larger mesh as the initial model for large-scale 

inversion.

 

Figure 3: Survey areas (patches) in Harz region Germany. White areas with Black transmitters are patches used in Fig.4  

 

 
Figure 4: Left: Inversion result for single Tx2 (middle one in Fig. 3). (a) Z-plane view 550 mbsl, (b) X-plane view. 

Right: Multi-patch inversion result using three transmitters. (c) Z-plane view 550 mbsl, (d) X-plane view. The thin lines 

show the location of the corresponding slice. Purple lines and circles are the transmitters. 
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Figure 5: a) Single-patch inversion result of Tx1 or red 

line. b) Single-patch inversion result of Tx2 or purple line. 

c) Multi-Patch inversion result for Tx1 and Tx2 d) Both 

Inversion results of Tx1 and 2 are interpolated into this 

larger mesh. 

 

DISCUSSION 

Large-scale inversions offer several advantages over 

single-patch inversions in geophysical exploration and 

modelling. Based on what we showed in figures 2, 4 and, 

5 these advantages are: 

1.Improved resolution: Large-scale inversions can 

incorporate data from a broader area, resulting in 

enhanced resolution and accuracy of subsurface 

structures. By considering data from multiple patches or 

flight lines, the overall picture becomes more 

comprehensive, allowing for better identification and 

characterization of geological features. 

2. Reduction of artifacts: Single-patch inversions might 

suffer from artifacts or anomalies caused by the limited 

coverage of the survey area or the transmitter itself. 

Large-scale inversions can mitigate these issues by 

providing a more data points. 

3. Geological Complexity: Geological settings are often 

complex, and features can extend beyond the boundaries 

of a single patch. Large-scale inversions can account for 

the continuity and connectivity of geological structures 

that span across multiple patches. This is particularly 

important in scenarios where important features might be 

missed in isolated inversions. 

4. Enhanced Interpretation: Combining data from 

different patches allows for a more holistic interpretation 

of the subsurface. Geological structures can be better 

correlated and understood when viewed in the context of 

a larger area, leading to more accurate and insightful 

geological models. 

5. Improved Anomaly Detection: Large-scale inversions 

can help identify subtle anomalies that might not be 

evident in smaller-scale inversions. By analysing 

anomalies over a larger area, patterns and correlations can 

emerge that provide valuable insights into the distribution 

of subsurface materials. 

6. Better Depth resolution: Inversions performed over a 

larger area can provide improved depth Resolution, 

allowing for the imaging of deeper geological features. 

This is particularly important in cases where valuable 

mineral deposits or other geological structures are located 

at significant depths. 

In summary, large-scale inversions offer a more 

comprehensive and accurate representation of the 

subsurface compared to single-patch inversions. They are 

particularly valuable in complex geological environments 

where features extend beyond the boundaries of a single 

survey patch. The ability to integrate data from a different 

area leads to improved resolution. 

 

CONCLUSION 

The investigation outlined in the abstract demonstrates a 

comprehensive approach to optimizing SAEM surveys for 

improved subsurface imaging in mineral exploration 

contexts. By leveraging synthetic modelling and advanced 

inversion methodologies, the study underscores the 

significance of several critical factors in survey design. 

Multi-component inversion emerges as a strategy to 

enhance resolution and accuracy, particularly in scenarios 

with complex geological settings. The study also delves 

into the complexities of real data utilization and the 

challenges of conducting large-scale surveys. The proposed 

approach of interpolating inversion results from smaller 

patches to facilitate large-scale inversion is the first step 

solution to address computational limitations while still 

maintaining modelling accuracy. 
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UAV-based semi-airborne CSEM for mineral exploration - 3D joint inversion of scalar
and vector magnetometer data
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Summary

We performed drone-based semi-airborne electromagnetic (EM) measurements in an active mining area in the
Eastern part of the Iberian pyrite belt, Spain. The area is poorly accessible and features rough terrain with
height undulations up to 400 m. Using drones as carrier for magnetic �eld receivers o�ered areal accessibility
as a cost-e�ective alternative to helicopter-towed EM systems with simpli�ed logistics. We analyzed data in
two overlapping frequency ranges, 1-128 Hz and 30-1024 Hz, recorded with a scalar and a vector magnetic �eld
receiver, respectively. We added capabilities to invert both data sets jointly with the open-source 3D inversion
tools custEM/pyGIMLi and discuss the results using this procedure compared to single-dataset inversion.

Keywords: Controlled-source, Electromagnetic Theory, Semi-airborne, 3D inversion, UAV

Introduction

Within the last decades, electromagnetic geophysi-
cal methods were continuously developed and have
shown to be indispensable for the exploration of min-
eral deposits, hydrocarbon reservoirs, groundwater or
geothermal resources, and others. Amongst them,
semi-airborne electromagnetic (EM) surveys have re-
cently received renewed interest. They combine the
advantages of fast data collection using airborne re-
ceivers (Rx) and strong signals emitted by ground-
based transmitters (Tx). For instance, Mogi et al.
(2009) show that penetration depths of several hun-
dreds down to 1000 meters can be reached with such
setups while covering multiple square-kilometers of
area.

Becken et al. (2020) presents the DESMEX sys-
tem analyzing the recorded EM data in the fre-
quency domain. Meanwhile, the rapid development
of UAVs (Figure 1) as carriers for geophysical equip-
ment allowed a transition from helicopter-towed Rx
to UAV-towed Rx with signi�cantly reduced costs
and simpler logistics. In the most recent years,
working groups around the globe developed di�er-
ent controlled-source EM systems (Q. Wu et al.,
2019; Vilhelmsen & Døssing, 2022; Bastani & Joa-
hansson, 2022; J. Wu et al., 2023). Becken et al.
(2022) present a new measurement system for mineral
exploration using a scalar optically pumped magne-
tometer (MagArrow). We performed a second survey
with an equivalent setup in cooperation with Sand-

�re MATSA in the active mining area of the East-
ern Iberian pyrite belt, Spain and used in addition a
second vector magnetic �eld receiver introduced by
Kotowski et al. (2022), the SHFT sensor. We refer
to the scalar and vector sensors as SM and VM.

The two di�erent receivers complement each other
well being sensitive below 256 Hz (SM) and above 32
Hz (VM). For the inversion of the data, we extended
the 3D open-source inversion tools based on custEM
and pyGIMLi to allow on the one hand, the handling
of CSEM data recorded with a SM and on the other
hand, the joint inversion of multiple EM data sets.
In this work, we present and discuss the inversion
results of the aforementioned semi-airborne data set.

Figure 1: UAV with SHFT sensor attached in sur-
vey area north of Huelva, Spain.
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Methodology

We process the data following the procedures de-
scribed by Becken et al. (2020, 2022). The inversion
procedure builds mainly upon the methodology pre-
sented by Grayver et al. (2013), whereat we use a
�nite-element discretization on unstructured tetrahe-
dral meshes and a total electric �eld formulation to
calculate the EM responses and corresponding sensi-
tivities with custEM (Rochlitz et al., 2023). In this
paper, we describe in detail the methodology for in-
verting arbitrary three-component CSEM data with a
Gauss-Newton minimization approach, implemented
in pyGIMLi (Rücker et al., 2017). We minimize the
objective function

Φ = ‖Wd(d− f(m))‖22 +λ‖Wmm‖22 → min . (1)

with the error-weighting matrix Wd, data vector d,
forward response f(m), regularization parameter λ,
and smoothness operator Wm. To solve the mini-
mization problem iteratively, we begin from a start-
ing model m0, and update the next model mk+1 =
mk + τk∆mk with the model update ∆mk that is
obtained from solving the inverse sub-problem

(JTWT
d WdJ + λWT

mWm)∆mk =

JTWT
mWm(d− f(mk))− λWmWT

mmk (2)

with the sensitivity matrix J. The step length τk

is determined by an inexact line-search procedure
that searches by linear interpolation (Günther et al.,
2006).

We can use the procedure primarily developed for
helicopter-based semi-airborne CSEM data directly
for inverting also the UAV-based induction-coil re-
ceiver data. The 3D inversion of SM data relies on
the technique described by Becken et al. (2022) for
2.5D inversion. The measured EM signal vector B
superposes on the main �eld but leaves its direction
nearly unchanged (Figure 2a). They calculate in each
iteration the �eld component and corresponding sen-
sitivity for a receiver-component oriented in the di-
rection of the Earth's magnetic �eld (taken from the
IGRF model), which requires the calculation of all
three magentic �eld components (Figure 2b). Since
the survey geometry and inversion domain discretized
in the tetrahedral mesh are rotational invariant, we
�rst rotate the complete modeling domain including
Rx and Tx locations by respecting the local IGRF
declination and inclination angles to align the new
z' axis with the geomagnetic main �eld vector (Fig-
ure 2c). Now, it is only necessary to calculate the z'
magnetic �eld component and sensitivity in each iter-
ation, which corresponds to the �eld recorded by the

SM. Thereby, we require only one instead of three ex-
pensive sensitivity calculations for each receiver com-
pared to the original procedure.

For all single and joint inversions, we decided to use
an identical mesh to calculate the responses for the
induction coil data in the earth-�xed coordinate sys-
tem and for the SM data in the rotated system as
described above. This procedure avoids additional
interpolation steps and related errors and enables the
comparison of data coverages. Methods for jointly
inverting multiple EM data sets were presented by
several authors (Mackie et al., 2007; Commer & New-
man, 2009; Abubakar et al., 2011). Due to the simi-
larity of the two data sets and comparable data qual-
ity, we simply stacked together the data vectors d
in the objective function in this work. Correspond-
ingly, the sensitivity matrices J of both data sets were
stacked. All data points are weighted with their cor-
responding errors.

Figure 2: a) Geomagnetic �eld B0 described by dec-
lination D and inclination I. The magnitude of
the vector sum |B0 + Bs|, with Bs denoting
the secondary magnetic �eld originating from
the active Tx, is approximated by its projec-
tion onto the main �eld, |B0| + |Bs · u|,
b) Calculating response in Cartesian coordi-
nates and project afterwards,
c) Calculate response for Bz′ component aligned
to geomagnetic �eld direction in a correspond-
ingly rotated mesh; �gure modi�ed afterBecken
et al. (2022).
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Results

Figure 3: Tx (lines) and Rx positions (dots) of the
six overlapping �ight area, the Rx colors match
the corresponding Tx.

In total, we covered a common measurement area of
approximately 1.6 km × 2.6 km. Within all six �ight
areas, we recorded scalar as well as vector data for
three di�erent Tx (Figure 3), using a 100% duty cycle
signal with base frequencies of 1Hz and 32Hz. Fig-
ure 4 provides an example of processed data. Here,
we illustrate the real and imaginary parts of the ver-
tical transfer function of the VM data at 256Hz. The
good consistency of the data holds in general. Nev-
ertheless, the horizontal components of the VM data
contain segments of poor data quality which are re-
lated to locations of sign reversals. Here, we added
relative errors of 5% to an absolute noise �oor of
2 pT/A for both Rx types and excludes data points
with more than 100% relative error afterwards. With
this procedure we eliminated data within the noise
level from the inversion. With < and = parts, in to-
tal 20 k data points were used for the joint inversion.

We performed multiple inversion runs for both, the
individual data sets and jointly, to optimize the mesh
and regularization parameters. In the �nal version,
we use a tetrahedral mesh with comparatively small
triangles (max. 400m2) at the surface to adequately
represent the rough topography and a volume con-
straint of 500,000m3 to allow smaller conductors to
evolve. This setup results in 236 k cells (model pa-
rameters). The regularization parameter λ was 1, de-
creasing by a factor of 0.8 in each iteration. The 3D
view of the �nal inversion results in Figure 5 shows
overall alternating conductive and resistive structure
which follow the regional geological strike direction.

Figure 4: Data example: Vertical component of VM
@256Hz for Tx1.

Figure 5: 3D view of joint inversion result, white
lines at surface: Tx, black dots: Rx, frame refers
to the location of the slice in Figure 6.
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The joint inversion converged from a χ2 value of 21
down to 1.2. The individual runs of SM and VM data
resulted in �nal χ2 of 1.08 and 1.22, respectively. Fig-
ure 6 presents the recovered resistivity model along
a slice perpendicular to the strike direction through
the center of the 3D model. In this visualization, we
used a coverage threshold (scaled by cell sizes and
model parameters) of 1e-5 to avoid displaying fea-
tures which are most likely e�ects of the regulariza-
tion rather than covered by data.

The results indicate four individual and compara-
tively small conductive structures at di�erent depths
from the surface down to maximum 1km. By analyz-
ing more slice towards East and West, it becomes ev-
ident that the recovered conductors match well with
the regional geological strike direction. The model re-
covered from the VM data only exhibits great similar-
ities with the joint inversion. Inverting only the SM
data at lower frequencies leads to a generally similar
result, but with smoother contrasts. In addition, we
observe that the two individual conductors at around
y=1000m in Figure 6 are merged to a single anomaly,
indicating a higher equivalence.

Figure 6: Cross section through inversion results,
top: three-component VM data only, center:
SM data only, bottom: joint inversion of both
data sets; only cells with a scaled coverage of
>1e-5 are displayed.

Discussion

The SM data yield a lower coverage compared to VM
data, even though lower frequencies are accessed. We
attribute the smaller coverage of the individual SM
data inversion and the dominance of the VM data
in the joint inversion to the di�erent amount of data
used (1 vs. 3 independent observations at each Rx
position and Tx). It would be possible to increase
the in�uence of the SM data arti�cially by using a
higher weighting factor, but we don't see any physi-
cal justi�cation for such a modi�cation. Instead, we
are con�dent that robust data error estimates for our
SM and VM data (and any other Rx sensors in gen-
eral) calculated during the processing are the best
option to weight our data sets and points properly.
The development of such error estimates is work in
progress. Even though not presented here, the �t
of the �nal SM response for the individual and joint
inversion is almost identical. This observation, the
lower coverage of the SM and generally smoother in-
version results indicates a higher model equivalence
compared to the VM. It is to discussion if doubling
the measurement time with two receiver systems is
worth the e�orts considering the limited contribution
of the SM to the �nal recovered resistivity distribu-
tion. However, we present only a single case here and
other targets could lead to di�erent observations.

Conclusion

We performed UAV-based semi-airborne electromag-
netic measurements in a mostly inaccessible active
mining area. The VM data recorded was more suited
to resolve the conductivity structure in detail down to
more than 500m depth using three-component data
with frequencies between 32 and 756Hz. The SM
data with a good signal quality between 1 and 64Hz
showed in general similar capabilities to recover the
subsurface resistivity structure, but with less reso-
lution. The joint inversion results were dominated
by the VM data. Against expectations due to the
lower frequencies involved, we did not observe deep
structures only recovered with the SM data in this
study area. However, only by adding these data it
was possible to recover the bottom of a deep conduc-
tor using joint inversion. Using both receiver types
and performing a joint inversion can e�ectively in-
crease the model robustness and support the inter-
pretation of conductive targets in mineral exploration
and beyond. The development of novel vector mag-
netic �eld sensors sensitive at low frequencies in com-
bination with an adequate motion noise compensa-
tion could signi�cantly contribute to enhance the pre-
sented measurement concept.
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Summary

We present a finite element software library written in Matlab for the numerical simulation and inversion of
electromagnetic fields in two and three dimensions. It is designed in a modular way to easily plug together
fundamental building blocks for various electromagnetic applications from DC to the inductive range in the
frequency and even time domain. External modules comprise the mesh generator and the equation solver library.
Through its homogeneous software concept the adoption to any field application is relatively simple and makes
the code suitable to open source distribution. We introduce the key features of this library including Lagrange
and Nédélec finite elements formulated on unstructured tetrahedral grids, a Gauss-Newton inversion approach
using linear Raviart-Thomas elements for H1 regularization, and the ability to incorporate any geometric feature
such as topography, bathymetry and internal voids like caves, tunnels and mine buildings. The library is
currently being tested with large real data sets to confirm its usefulness as a tool for practical data interpretation.
Therefore, case studies for the magnetotelluric, direct current resistivity, controlled source electromagnetic and
induced polarization methods in the field and laboratory are briefly outlined as examples with challenging
geometric features.

Keywords: Finite elements, unstructured tetrahedral grids, Gauss-Newton inversion, regularization, Matlab

Introduction

The electromagnetics (EM) working group of the
Freiberg Institute of Geophysics and Geoinformatics
looks back on a long history of research in the field of
simulation and inversion of geo-electromagnetic prob-
lems. Together with the Faculties of Mathematics of
the Universities of Chemnitz and Freiberg, a wide va-
riety of individual software solutions have been devel-
oped over the years. A collaborative software project
over the last four years has enabled us to pool, unify,
and re-implement the essential parts of the acquired
knowledge into a single finite element (FE) software
library written in Matlab, which is currently being
tested and on its way to becoming an open source
software for the EM community. After outlining the
governing physics in terms of the underlying partial
differential equations (PDE’s) we present the key fea-
tures of this library that allow for the implementa-
tion of the forward and inverse problem of any type
of geophysical electromagnetic application in 2D and
3D ranging from the quasi-static to the inductive case
in the frequency domain with arbitrary configuration

of sources and receivers. Afterwards, we showcase
successful applications in magnetotellurics (MT), di-
rect current (DC) resistivity, controlled source elec-
tromagnetics (CSEM) and induced polarization (IP)
as versatile examples with complex geometries.

The Forward Problems

The library provides solutions to the quasi-static EM
case, typically the DC resistivity method, as well as
passive and active induction methods in the diffusive
domain.

For the quasi-static case, the equation of continuity
for the scalar electric potential V in a domain Ω

∇ · (σ∇V ) = −Iδ(x− x0), (1)

is solved for a point source of strength I and given
electric conductivity σ. σ becomes complex-valued if
IP effects are considered (Kemna, 2000).

In the diffusive induction case, a curl-curl-type of
PDE in the frequency domain is considered using a
time-harmonic eiwt behavior (i imaginary unit, ω an-
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gular frequency, t time) reading

∇× (µ−1∇×E)− kE = iωJS (2)

where k = iω(σ − iωε) is the wavenumber, E the
electric field, µ the magnetic permeability, ε the elec-
tric permittivity, and JS some source term with the
physical dimension of a current density. Appropriate
boundary conditions have to be determined in each
case. The FE method builds upon the transforma-
tion of the strong formulation of the boundary value
problems (1) and (2) into the weak formulation of the
problem with the identity only given in the sense of
an inner product. To implement the approach we re-
fer to the discrete formulation of the variational form
which is achieved using the Galerkin approach that
reduces the Ansatz function space V to a test function
space Vh ∈ V as the FE subspace of cellwise polyno-
mial functions of order p over the spatial partition
Th. This results in the reformulation of (1) and (2) as
large linear systems of linear equations to be rapidly
solved.

All solutions can be determined via optional total or
secondary field approaches, the latter of which modify
the right hand sides of eqs. (1) and (2) for the sec-
ondary sources with respect to a known background
model. All material parameters can alternatively be
selected as anisotropic. For further details, see Monk
(2003), Schwarzbach et al. (2011), and Franke-Börner
(2012).

The Inverse Problem

We have incorporated a standard regularized Gauss-
Newton inversion approach minimizing a data objec-
tive functional Φd and a model objective functional
Φm weighted by an unknown regularization parame-
ter α reading

Φ(m) = Φd + αΦm = (3)
1
2∥f(m)− d∥22 + α||W(m−mref)||2 → min

m

subject to A(m)u = b. Here, u is the discrete so-
lution vector (primary solution) of the PDE, d is
the measured data, f(m) = QA(m)−1b the for-
ward operator generating the modeled data, m the
model parameter vector, W the parameter weight-
ing matrix, Q the measurement operator extracting
and transforming the solution at the observation loca-
tions (Qu ≈ d), and mref is a reference model defin-
ing a preferred region of the model space. The lin-
earized normal equations for an iterative process, i.e.,

for mk+1 = mk +∆m then read(
JT (mk)J(mk) + 2αWTW

)
∆m = (4)

JT (mk)[f(mk)− d] + 2αWTW(mref −mk).

with the Jacobian J(mk) = ∂f(m)
∂mk

. The weighting
matrix W represents a regularization operator ap-
plicable to piecewise constant model parameters on
unstructured grids and weak formulations. We have
chosen to implement a smoothness regularization ac-
cording to Schwarzbach & Haber (2013) in which the
penalty function measures the norm of a weak gra-
dient of the conductivity field using Raviart-Thomas
elements of lowest order RT0. This ensures the nor-
mal components between elements to be continuous.
A discrete representation of the model objective func-
tional then reads:

Φm = (m−mref)
TDM−1

RT0
DT (m−mref) → min

m
.

(5)

with WTW = DM−1
RT0

DT , MRT0
denoting the RT0

mass matrix and D the discrete divergence opera-
tor. For more details, see Nocedal & Wright (2006);
Weißflog (2016); Scheunert et al. (2016); Wang et al.
(2018); Blechta & Ernst (2023).

Lagrange
1. to n-th order

Raviart-Thomas
1. order

Nédélec
1. & 2. order

Div-Grad Mass

Mass matrix Jacobian

Curl-Curl

Point Line Face Volume

Robin
Dirichlet

inh. & hom.
Neumann

inh. & hom.

Div-Grad matrix Jacobian

Figure 1: Building blocks for the forward modeling
procedure: differential operator and their derivatives
(top), types of FE (center), boundary conditions and
source types (bottom).

The Code

The simulation and inversion code is entirely written
in Matlab. It consists of FE forward modeling and
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inversion building blocks and uses two external soft-
ware packages: Gmsh (Geuzaine & Remacle, 2009)
for the generation of unstructured tetrahedral meshes
Ω =

⋃
Ωh∈Th

Ωh and MUMPS for the rapid solution
of the resulting systems of linear equations (Amestoy
et al., 2001). The following list gives an overview of
the structure of the library.

• FE building blocks (see also Fig. 1)

– Finite element definitions, i.e. basis functions of
Vh with respect to Th:
V =

∑
i uiϕi ∈ H1

h(Ω) → Lagrange
E =

∑
i uiψi ∈ Hh(curl,Ω) → Nédélec

p =
∑

i uiχi ∈ Hh(div,Ω) → Raviart-Thomas

– Bilinear forms, i.e. left-hand side, with respect
to piecewise constant parameters p =

∑
h phΘh

on Ωh:

ui

∫
Ωh

ph∇ϕi · ∇ϕj dV → Div-Grad

ui

∫
Ωh

ph ∇ψi ×∇ψj dV → Curl-Curl

ui

∫
Ωh

ph (.)i · (.)j dV → Mass

– Linear forms, i.e. right-hand side, for continuous
source functions:∫

Ωh

δ(x)ϕi dV → Point∫
Γh

f(x)ψi · τ ds → Line∫
∂Ωh

f(x)ψi · n dA → Face

– Jacobian, based on primary (.) and adjoint (.)′

solutions with respect to source s and receiver r
and P 0 basis functions Θh:∫

Ωh

Θh∇Vi,s · ∇V ′
j,r dV → Div-Grad Jacobian∫

Ωh

ΘhEi,s ·E′
j,r dV → Mass Jacobian

(Lagrange, Nédélec)
• Boundary conditions

– Dirichlet

– Neumann (Lagrange, Nédélec)

– Robin (Lagrange)

• Inversion building blocks

– Scalable iterative solver (Blechta & Ernst, 2023)
for H1-regularized normal equations

– Gauss-Newton approach

– Explicit Jacobian assembly

– Line search (Armijo) (Nocedal & Wright, 2006)

• Gmsh mesh generation (Geuzaine & Remacle,
2009), DEM interpolation (Shepard, 1968) as

shown in Fig. 2, VTK or XDMF export to Par-
aview (Ayachit, 2015)

• MUMPS parallel direct solver (Amestoy et al.,
2001)

• Rational best approximation (Börner et al., 2008)
for time integration

Figure 2: 2D surface with mesh refinement around
sources/receivers (top), DEM with receiver locations
shown as blue dots (center), 3D surface by adjusting
mesh nodes using inverse distance weighting or C1
splines (bottom)

Applications

The following applications demonstrate the flexibility
of the code and showcasing its successful performance
for large, state-of-the-art field data sets collected in
highly demanding geometric environments.

DC Resistivity in a Subsurface Mining Envi-
ronment

The first example shows an in-mine DC resistivity
survey in the ’Reiche Zeche’, an educational ore mine
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in the mining district of Freiberg, Germany (Fig. 3).
The inner surface of the tunnel was scanned with a
laser resulting in several hundred thousand geometry
points being reduced to about 10000 points by trian-
gulation. 80 electrodes were placed along the tunnel
wall to conduct a Wenner-type survey cycling through
the electrode positions with ten different spacings re-
sulting in a total of 635 observations.

Figure 3: 3D Inversion of DC resistivity data col-
lected in a subsurface mining gallery in Freiberg’s
’Reiche Zeche’. Tunnel geometry with electrode lo-
cations (red dots, top) and inversion result (bottom).
The shown tunnel system is approximately 35 m wide
and 10 m high.

Magnetotellurics in Rugged Terrain

This section shows the inversion of a large MT data
set from Mount Tarawera on New Zealand’s North Is-
land acquired by the Institute of Geological and Nu-
clear Sciences GNS (Bertrand et al., 2022). 68 MT
sites were deployed over an area of 25 x 30 km2 around
the Tarawera Dome Complex between 2006 and 2017.

E

Mount Tarawera

N

Figure 4: Preliminary inversion of a MT data set in
the vicinity of Mount Tarawera, New Zealand.

For the 3D inversion, we have used 16 periods be-
tween 0.013 s and 341.297 s. Particular emphasis was
put on an appropriate representation of the rugged to-
pography. In a first attempt, we adapted the level of
detailedness of the digital terrain model using an in-
verse distance weighting scheme. At the moment, we
are working on a more elaborate sensitivity-guided re-
finement scheme because it became evident that some
data were strongly affected by the terrain, particu-
larly at sites less than 2 km away from steep slopes.
Fig. 4 shows one of the inverted models.

Controlled-source Electromagnetics for Mine
Monitoring

Based on surface-to-mine field campaigns at a large
salt deposit we worked out the sensitivity footprint
for the low-frequency (∼5 Hz to ∼300 Hz) CSEM
sounding that uses large-scale line sources at the sur-
face and oriented three-component magnetic sensors
within the mine (Fig. 5). The mine is threatened by

Line source (~1km)

Bx receiver coil

100 --

3 --

2000 --

50000 --

Ohm m

Figure 5: Sensitivity distribution (real part) for an
exciting line source (∼40 Hz) on top of a layered half-
space for a surface-to-mine experiment in a Potash
mine.

water intrusion dissolving the salt rapidly and cre-
ating large subsurface voids that lead to hazardous
sinkholes at the Earth surface. To support the es-
tablishment of a monitoring system for the water
infiltration into the mining galleries we carried out
both, virtual experiments and sensitivity analyses
for the surface-to-mine configuration as well as for
a suggested mine-to-surface sounding with reversed
source/receiver configurations. Moreover, first three-
dimensional inversions were carried out with a pre-
liminary data set (not shown here).
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Induced Polarization in a Volcanic Environ-
ment

This application presents the inversion of IP data
from a field survey at the rim of La Fossa crater on
Vulcano Island, Italy. The multi-electrode data set,
mainly dipole-dipole configuration, comprises 14 pro-
files of 14 electrodes each with 1 m spacing and 9
frequencies ranging from 91 mHz to 20 kHz. The do-
main model incorporates topography data from drone
measurements. The obtained complex resistivity dis-
tributions in Fig. 6 highlight the fumarole-feeding
hydrothermal system in the crater rim, revealed by
consistently low resistivity and high phase shift.

Figure 6: Resistivity and phase distribution beneath
an active fumarole on the summit of La Fossa crater,
Vulcano Island.

A Virtual Laboratory Experiment

The last application we present is a virtual accompa-
niment of a DC resistivity/IP laboratory experiment
concerning the dynamic flow of electrically effective
tracer fluids through a sample cylinder. Fig. 7 shows
the geometry of the sample cylinder with current
electrodes at the circular end faces and ring-shaped
potential electrodes in narrow notches on the cylin-
der jacket. The conductivity distribution includes a
spherical anomaly in the center part of the probe (top
left). The top right-hand subplot shows the electric
potential and the bottom left-hand subplot the cur-
rent density. The sensitivity distribution shows the
typical zones of positive and negative values (bottom
right). Interestingly, the highest sensitivity values are
reached at the contact line of the notches with the
cylinder and not at the surface of the ring electrodes
which is an important feature of the monitoring con-
cept.

Figure 7: Laboratory cylindrical probe with cur-
rent electrodes at the top and the bottom and two
potential electrodes at the outer ring surfaces of disc-
shaped bosses (top left: conductivity, top right: elec-
tric potential, bottom left: current density, bottom
right: sensitivity).

Discussion and Conclusions

We have presented our finite element library for the
simulation and inversion of electric/electromagnetic
methods in geophysics and showcased some applica-
tions that we have worked on so far. The library is
modular and homogeneously written in Matlab. It is
planned to make the library available to the interna-
tional community after our tests are completed.

The choice of the Matlab programming language has
advantages and disadvantages. The advantages are
a high-level programming language with the benefits
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of an integrated development environment and con-
venient, straightforward, and math-oriented coding.
Matlab has proven to be a long-term stable comput-
ing environment. However, the acquisition of a com-
mercial license, which hinders the free exchange on a
scientific level, can be seen as a disadvantage. Still,
we believe that Matlab is widely available even in
public and academic institutions and guarantees an
enduring scientific software development.

All computationally intensive segments are processed
through parallelizable external libraries. Visualiza-
tion is done using Paraview. The interfaces are
clearly defined, so that the external modules can
be exchanged easily. Docker images may be pro-
vided in future for an uncomplicated setup and in-
stallation. Ready-made sample applications will be
included which, as an easy starting point, can be
adapted to individual new applications. We do hope
that the present software development will be helpful
to the community.
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SUMMARY 

In order to investigate the performance of three-dimensional (3D) inversion of magnetotelluric (MT) data for geothermal 
exploration, where accurate numerical modeling is indispensable for coping with rough topography, we have utilized two 
inversion codes, FEMTIC and WSINV3DMT, for 3D inversion of MT data obtained in Okuaizu geothermal area, northern 
Japan. FEMTIC, a finite-element (FEM) inversion code, can incorporate either tetrahedral elements (Tetra) or deformed 
non-conforming hexahedral elements (DHexa) in the mesh, while WSINV3DMT, a finite-difference (FDM) inversion 
code, uses rectangular cells. We prepared the same subset of MT data (all components of the impedance and tipper at 16 
frequencies from 58 stations) and set the same noise-floor for running Tetra, DHexa and WSINV3DMT inversions. As a 
result, all three inversions gave similar 3D models, indicating resistivity anomalies related to the cap rock and the 
geothermal reservoir in the area. However, the model by WSINV3DMT generated some irregular features; (1) several 
thin horizontal anomalies of high- and low-resistivities alternately appeared in shallow parts, which was not realistic, and 
(2) the conductive anomaly at depth of 3-5 km showed extremely low resistivity value. This suggests that the FEM 
inversion is more stable than FDM when we include the topography in the inversion. 
 
Keywords: magnetotellurics, three-dimensional inversion, finite element, finite difference, topography, Okuaizu 
geothermal area 
 
 

INTRODUCTION 

Application of the magnetotelluric (MT) method for 
geothermal exploration has rapidly expanded worldwide 
since a decade ago. Particularly, three-dimensional (3D) 
inversion has become a routine task in the interpretation. 
It is because a few sophisticated 3D inversion codes, such 
as WSINV3DMT (Siripunvaraporn and Egbert, 2009) 
and ModEM (Kelbert et al., 2014), are public and help 
many geothermal engineers. These codes use the finite-
difference method (FDM) for the forward modeling. 
However, it is well known that the numerical accuracy 
often decreases when we incorporate the topography in 
the FDM modeling due to the large resistivity contrast 
between the air and the underground. 

3D MT inversion codes that use the finite-element method 
(FEM) for the forward modeling have been published 
since several years ago (e.g., Grayver, 2015; Usui, 2015; 
Kordy et al., 2016; Jahandari and Farquharson, 2017). 
The FEM can flexibly incorporate the topography 
variation in the mesh without reducing the numerical 
accuracy much.  

The code, FEMTIC (Usui, 2015), became public domain 
in 2021. In this study, we ran the 3D inversion of the MT 
data obtained in Okuaizu geothermal area, northern Japan, 
using both FEMTIC and WSINV3DMT, and investigated 
the performance of the codes when we include the 
topography. 

 
MT DATA 

The Okuaizu geothermal area is located in a small caldera 
that was formed approximately 300,000 years ago 
(Mizugaki, 2000). All of geological formations surveyed 
by past geothermal drillings are volcanic origin in 
Neogene and Quaternary time, except intermittent 
sedimentary layers and shallow alluvium. A 30 MWe 
geothermal power plant has been in operation since 1995. 

MT surveys were conducted over the Okuaizu geothermal 
area at two stages (Uchida et al., 2015). The first survey 
was conducted in 2000 and 2001 as a 2D survey along two 
long profiles (roughly NE-SW and NW-SE) crossing the 
central zone of the geothermal area. The second one was 
a 3D survey in 2010 concentrating in the central zone, 
with 30 MT stations covering roughly an area of 3.5 km x 
3.5 km with an average station interval of 500 m. The MT 
data were obtained using Phoenix MTU-5A systems, and 
the remote reference station was deployed at about 200 
km north from the survey area. In this study, we set an 
area of approximately 8 km north-south and 10 km east-
west for the 3D interpretation, utilizing the data from 58 
MT stations (Figure 1). 
 

INVERSION PROCEDURE 

We used two inversion codes, FEMTIC (Usui, 2015; 
Usui et al., 2017) and WSINV3DMT (Siripunvaraporn 
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and Egbert, 2009). FEMTIC, a finite-element modeling 
(FEM) code, can incorporate either tetrahedral elements 
or deformed non-conforming hexahedral elements in the 
3D mesh, while WSINV3DMT, a finite-difference 
modeling (FDM) code, uses rectangular cells.  
 

 
Fig. 1: Location of MT stations (black dots) on a topography 

contour map in the Okuaizu area. Stars are boreholes by past 
geothermal surveys and the red square with ‘PP’ indicates 
the location of Yanaizu-Nishiyama geothermal power plant 
(main building). Grey dashed lines are estimated faults 
which the geothermal reservoir is associated with. Blue lines 
are profiles for showing cross-sections and red grids for 
showing plan views of the 3D model. 

 
Figure 2 shows the mesh setting for the tetrahedral 
elements (Tetra) and deformed non-conforming 
hexahedral elements (DHexa) for the FEMTIC code, and 
rectangular cells for WSINV3DMT (WS3D). The size of 
the smallest element was less than 25 m for Tetra, while 
about 30 m horizontally and 25 m vertically for Dhexa 
near MT stations, and it gradually increased as we moved 
away from the stations (Fig. 2a, 2b). The size of 
rectangular cells near the earth surface was 150 m 
horizontally and 10 m vertically for the WS3D mesh (Fig. 
2c). For Tetra, several elements were grouped into a block 
that was given the same resistivity in the inversion. The 
smallest block size was less than 40 m near MT stations, 
and it gradually increased as we moved away from the 
stations. For DHexa and WS3D, resistivity values of all 
elements (cells), except the air and sea water, were dealt 
as unknown parameters individually in the inversion.  

The initial model was a homogeneous underground of 30 
ohm-meters, which was close to the average value of 
observed apparent resistivities. Resistivity of the seawater 
was set as 0.33 ohm-meter. The air resistivity was 108 
ohm-meters for FEMTIC and 107 ohm-meters for WS3D. 
 

 

 

 
Fig. 2: Mesh setting for (a) tetrahedral (Tetra) elements and (b) 

deformed non-conforming hexahedral (DHexa) elements for 
the FEMTIC inversion, and (c) rectangular cells for 
WSINV3DMT (WS3D) inversion in the core zone of the 
mesh. Red dots indicate MT stations. 

 
We used the same subset of MT data for all inversions; all 
components of the impedance and tipper at 16 frequencies 
(0.00275 – 97 Hz) at 58 stations. We set the same noise-
floor for FEMTIC and WS3D; 3% for the off-diagonal 
components and 9% for the diagonal components of the 
impedance, and 0.008 for tipper. They were 
approximately 80% of median values of observation 
errors of all data used for the inversion. The data quality 
of this area was not so good at the low frequency band, 
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because the terminal station of a DC train system was 
located only some 20 km south, and noises by leak 
currents from the railway were dominant in the majority 
of the time-series segments (Uchida et al., 2015). 

Galvanic distortion was included as unknowns in the 
FEMTIC inversion. Final RMS misfit achieved was 1.298, 
1.420 and 1.691 for Tetra, DHexa and WS3D, 
respectively. Note that a target RMS misfit was set as 1.7 
for the WS3D inversion in order to prevent the model 
become too rough. 
 

INVERSION RESULTS  

Figure 3 compares elevation-slice sections of the 3D 
models by Tetra, DHexa and WS3D inversions. 
Resistivity distribution of Tetra and DHexa is similar 
from the surface to an elevation of -3 km, but the location 
of low-resistivity anomaly is different at the -5 km 
elevation. Resistivity distribution of the WS3D model is 
generally similar to those of FEMTIC but slightly 
different for all five sections. Resistivity of the low-
resistivity anomaly at -3 km and -5 km elevation is very 
low in the WS3D model. 

Figures 4 and 5 compare resistivity distribution along NE-
SW and NW-SE cross-sections. In the central zone, 
resistivity is generally low from the surface to 
approximately -1 km elevation. It corresponds with a 
clay-alteration zone and works as a cap rock of the 
geothermal reservoir. Below it is a relatively higher 
resistivity zone that corresponds to the high-temperature 
reservoir zone. A low-resistivity columnar anomaly of 1 - 
2 km diameter and depth extension from -1 to -6 km (or 
more) elevation exists beneath the location of the power 
plant. The shape of this columnar anomaly differs 
between the three models. We can observe that several 
thin horizontal anomalies of high- and low-resistivities 
alternately appeared in shallow parts in the WS3D model, 
which is not realistic (Figures 4c and 5c). 

Figure 6 is a bird-eye view of the Tetra model, showing 
low-resistivity elements of less than 5 ohm-meters. This 
figure clearly shows the combination of low-resistivity 
cap rock that includes low-temperature clay minerals 
(such as smectite) and higher-resistivity reservoir zone 
that includes high-temperature clay minerals (such as 
chlorite). In addition, a deep conductor, which may be 
related to the heat source or high-temperature fluid for the 
geothermal system, is obtained. 
 

CONCLUSION 

We applied two inversion codes, FEMTIC and 
WSINV3DMT, for the 3D inversion of MT data obtained 

in Okuaizu geothermal area, incorporating the topography. 
Both codes successfully generated similar 3D models that 
indicated good agreement with the geothermal structure. 
However, there are differences between the three models 
(Tetra, DHexa and WS3D) and further study is necessary 
to understand the reliability of the models. 
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Fig. 3: Plan views of the 3D resistivity models at five elevations of 0.335 km, -0.0125 km, -1 km, -3 km and -5 km for Tetra, DHexa and 

WS3D inversions, respectively. Black dots are MT stations. Solid lines indicate the profiles shown in Figures 4 and 5.  
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Fig. 4: Resistivity distribution along northeast-southwest cross-section, NE2, for (a) Tetra, (b) DHexa and (c) WS3D inversions. The 0 

km distance corresponds to the position of x=0.35 km and y=0 km. 
 
 

 
Fig. 5: Resistivity distribution along northwest-southeast cross-section, NW2, (a) Tetra, (b) DHexa and (c) WS3D inversions. The 0 km 

distance corresponds to the position of x=0.35 km and y=0 km. 
 
 

 
Fig. 6: A bird-eye view (looking from south) of the 3D model by the Tetra inversion, showing elements whose resistivity is lower than 5 

ohm-meters. 
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SUMMARY 

We present a modeling workflow that combines 3D cylindrical-mesh-based and rectangular-mesh-based electromagnetic 
(EM) modeling codes for efficiently simulating EM responses where steel well casings are employed as part of a grounded 
electrical source. Our modeling examples include 3D casing source scenarios with a single vertical well, multiple vertical 
wells, and a deviated steel-cased well. The workflow that is described involves approximating the energized casing with 
a series of electric dipoles, and has been employed to determine the sensitivity of different EM data acquisition scenarios 
for monitoring in complex 3D environments such as CO2 storage and engineered geothermal system (EGS) sites. 
 
Keywords: EM Casing Source, 3D numerical modeling, monitoring, CO2, and geothermal 
 
 

INTRODUCTION 
Incorporating highly-conductive steel-cased wells into 
electromagnetic (EM) earth models is motivated by the 
possibility of utilizing long metal-cased wells as enhanced 
EM sources. This casing source can amplify source dipole 
moments and enable greater signal penetration at depth for 
monitoring subsurface processes (Schenkel and Morrison, 
1990; Daily et al., 2004; Marsla et al., 2014; Commer et al., 
2015). This enhancement allows us to detect and image 
deep-localized targets that traditional surface EM survey 
configurations may not be sensitive enough to identify. 
Recently, these casing source EM methods have been 
applied to a range of geophysical problems, including CO2 
monitoring (e.g., MacLennan et al., 2016; Puzyrev et al., 
2017), fracture imaging (Weiss et al., 2016; Li and Yang, 
2019; Um et al., 2019), enhanced geothermal system 
monitoring (e.g., Castillo-Reyes et al., 2021; Alumbaugh 
et al., 2023). 
 
Simulating a hollow casing string in a 3D reservoir-scale or 
regional-scale EM earth model poses numerical challenges. 
For example, discretizing a casing in the 3D rectangular 
coordinate system requires a large number of fine cells due 
to the thinness of a casing. The exponential increase in 
required cells with well length makes 3D modeling using 
true casing geometry less practical in the 3D rectangular 
coordinate system, even on a parallel computer (e.g., 
Commer et al., 2015). While 3D cylindrical-mesh-based 
EM modeling codes (e.g., Heagy and Oldenburg, 2022) 
excel at accurately discretizing a hollow vertical cased well 
with a relatively small number of cells, challenges arise in 
dealing with complex 3D background models or deviated 
wells that no longer align with the cylindrical coordinate 
system. Alternatively, Weiss et al (2017) and Li and Yang 
(2019) use a hierarchical earth model and an equivalent 
resistor network, respectively to economically represent 
cased wells. Um et al. (2020) approximate cased wells 
using a volumeless boundary condition. 

 
This paper presents a 3D EM modelling workflow 
designed for simulating a 3D casing source EM model 
having complex background resistivity structures at 
reduced computational costs compared to explicit casing 
discretization in the rectangular coordinate system. 
Rather than developing a new modelling algorithm for 
casing source EM simulations, we take a synergistic 
approach by utilizing two existing 3D EM modelling 
codes: the 3D SimPEG code (Heagy and Oldenburg, 
2022) and the 3D finite-element EM code (Um et al., 
2020). By integrating the strengths of each code, we 
leverage their advantages to address challenges in casing 
EM modelling. Following the demonstration of the 
workflow concept, we explore its applicability and 
limitations in dealing with deviated wells and multiple 
well scenarios. 
 

WORKFLOW FOR SIMULATING EM CASING SOURCE 
We first describe a modelling workflow that approximates 
the EM effects of an energized steel-cased well in a vertical 
orientation. Subsequently, we explore the applicability and 
limitations of this workflow in the context of deviated well 
and multiple well scenarios.  
 
The workflow comprises five steps. First, we create a 
layered earth model with resistivity structure aligned with 
that along the path of a vertical well (step 1). This step 
requires a 3D resistivity model of the area or at least 
resistivity logging data. Next, we employ the 3D SimPEG 
code (Heagy and Oldenburg, 2022) to simulate energizing 
the vertical well. This simulation, fitting naturally within 
the cylindrical coordinate system, typically completes in 
less than an hour on a PC. Following the simulation, we 
extract the vertical electric current density along the outer 
surface of the well (step 3). The resulting set of equivalent 
dipoles is then mapped along the well trajectory in the 3D 
earth model (step 4), which is discretized using 
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unstructured tetrahedral meshes. Unlike cylindrical 
meshes, tetrahedral meshes are well suited for discretizing 
complex geology structures. Last, the resulting 3D model 
is simulated using the 3D finite-element modelling code 
(Um et al., 2020). 
 
In the numerical modeling examples presented in this 
paper, we assume a consistent single casing thickness 
throughout the well and a uniform current density across 
the casing's cross-sectional area at each depth. This allows 
us to simply calculate the total casing current by 
multiplying the well's cross-sectional area by the current 
density on its outer surface. However, note that this 
assumption may not hold when casings are nested, resulting 
in variations in current distribution across the cross-section. 
In such cases, modeling the nested well structures is 
required, and the casing current is computed by integrating 
the current density over the entire cross-sectional area. 
While this modeling scenario is more involved, it can still 
be effectively modeled using the 3D SimPEG code. In 
short, the workflow is applicable to models that involve 
both 3D complex background and nested cased well. 
 

3D CASING SOURCE EM MODELING EXAMPLES 
1. Single Vertical Steel-Cased Well 
First, the workflow is demonstrated with a straightforward 
example involving a single vertical well energized by a top-
casing source configuration. In this example, a steel-cased 
well is 1 km deep, and the source electrode is connected to 
the top of the well casing (electrical conductivity: 106 S/m; 
outer radius: 0.1 m; thickness: 0.02 m). The return surface 
electrode is grounded 2 km away from the well head.  
 
The source frequency is set to 1 Hz. The earth resistivity 
model is set to a 100 Ohm-m homogeneous half-space. A 
vertical observation well is situated 500 m away from the 
source well and vertical electric fields are measured there. 
 
This vertical well problem can be efficiently simulated 
using the 3D SimPEG code without any additional steps. 
We first simulate this top-casing source configuration and 
next extract a set of casing current densities along the 
source well and vertical electric fields along the 
observation well. For evaluation, the extracted casing 
currents are compared against a Method of Moments 
(MoM) solution (Tang et al., 2015), and this comparison 
provides good agreement between the two solutions 
(Figure 1a). Subsequently, the extracted casing densities 
replace the energized steel-cased well in a 3D finite 
element EM model. The resulting finite element solution at 
the observation well is compared to the 3D SimPEG 
solution, again demonstrating good agreement (Figure 1b). 
 

 
(a) 

 
(b) 

Figure 1. (a) Comparisons between the current density 
amplitudes calculated using the 3D SimPEG and MoM 
method. (b) Comparisons between borehole vertical 
electric field amplitudes calculated using true casing 
geometry (SimPEG) and equivalent sources (3D FE 
solutions). 
 
 
2. Simulating a Multiple Vertical Casing Source EM at a 
proposed CO2 Storage Site 
Next, we explore the potential of the casing-source EM 
method for CO2 sequestration monitoring at the Wyoming 
CarbonSAFE project (Figure 2) adjacent to the Dry Fork 
Station coal fired power plant in Gillette, Wyoming 
(Sullivan et al., 2020). 
 

    
           (a)                          (b) 
Figure 2. (a) Map showing the location of Dry Fork 
Station (b) Dry Fork Station Integrated Test Centre 
(Source: https://www.uwyo.edu/cegr/research-
projects/wyoming-carbonsafe.html) 
 
Figure 3a shows the layered resistivity model at the CO2 
storage site estimated from the well logging data and 
geological information. The layering becomes more 
detailed in the vicinity of the five proposed injection 
zones, indicated as indicated in the Table in Figure 3a  as 
**. We apply Archie’s Law to estimate resistivities for the 
five injection zones during and after CO2 injection 
assuming a CO2 saturation of 60%. The resulting 
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resistivity values for the five injections zones are shown 
in the table below.  
 

 
 
For numerical purposes, we implement an upscaling 
procedure for the zones within and between the intended 
thin injection zones, creating thicker reservoir injection 
units. Specifically, we consider a 90m thick zone 
spanning from 2455 to 2545 m depth to represent the 
upper injection zone in one injection well (PRB1). 
Additionally, we include a 60m thick zone ranging from 
2851 m to 2910 m to cover the planned lower injection 
intervals in the other injection well (PRB2). This 
upscaling is necessary to avoid the inclusion of 
excessively thin and elongated cells within the numerical 
model which makes the finite element solution 
numerically costly and less efficient.  
 

 
(a) 

 
(b) 

Figure 3. (a) The 1D resistivity model at the Wyoming 
CarbonSAFE site. (b) The 3D resistivity models used for 
the Wyoming CarbonSAFE site. The background layered 
resistivity model outside of the injection zones is 
described by the thicker layers in Figure 3a. The thinner 
layers within injection zones have been upscaled to Plume 
A and B as shown here. 
 

To account for the current flow within the alternating 
conductive and resistive layers for the models that include 
the thin layers of injected CO2, we calculated resistivities 
within these zones using an anisotropic approach. We 
determined the vertical resistivity (ρv) as the geometric 
mean of the layer resistivities and the horizontal 
resistivity (ρh) as the harmonic mean. This calculation 
results in injection zones depicted in Figure 3 that exhibit 
lower resistivity in the horizontal direction compared to 
the vertical direction, mimicking current flow patterns 
similar to alternating conductors and resistors. Employing 
these upscaled resistivity values, we created two distinct 
plume models, as illustrated in Figure 3b: an 'early' plume 
representing a relatively short time after injection 
initiation and a 'late' plume simulating conditions akin to 
20 years of injection.  
 
Various casing source configurations were tested, as listed 
in Figure 3b. In this study, we highlight a casing source 
configuration where one electrode is connected to the 
bottom of PRB2, and the other is connected to the bottom 
of PRB1. To simulate this setup, we calculate the current 
densities along PRB2 with one electrode connected to its 
bottom (electrode F) and the other grounded to the surface 
(electrode A). Similarly, we repeat the calculation for 
current densities along PRB1 using electrodes A and E. 
Note that the opposite current direction is used in the latter 
case. By superposing these two sets of current densities, we 
approximate the casing current distribution along the two 
wells energized by the two bottom electrodes. Note that this 
is an approximation as any EM interaction between the two 
cased wells is ignored. At the frequency used here (0.25 
Hz) the skin depth within the steel casing assuming a 
relative magnetic permeability of 100 and an electrical 
conductivity of 106 S/m is approximately 0.10m which is 
much thicker than the casing itself. Thus, we infer that any 
EM mutual inductive effects are negligible compared to 
normal galvanic current leakage, and thus the combined-
casing source response can be treated as a summation of the 
two individual responses. Figure 4 shows that the proposed 
casing source EM layout can produce measurable 
perturbations as a result of CO2 injection over time.  
 

 
Figure 4. Ey components at 0.25Hz along line Y (Figure 
3b) for the source connecting points E and F.  
 

Porosity Reservoir Resistivity (Sw=1) Fluid Resistivity Reservoir Resistivity (Sw=0.4, Sco2=0.6)
Reservoir 1 0.35 3 0.61 30.93
Reservoir 2 0.3 2 0.42 29.46
Reservoir 3 0.2 3 0.35 54.13
Reservoir 4 0.15 4 0.30 83.33
Reservoir 5 0.1 6 0.24 153.09
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3. Deviated Casing Source EM at Utah FORGE site 
In the last example we consider energizing a deviated 
steel-cased well, which is used as an injection well at the 
Utah FORGE EGS test site (Moore et al., 2019). Our 
focus is to assess whether casing source EM responses are 
sensitive to the stimulated zone at the FORGE site. 
Figure 5 shows the locations of the injection well (16-
78(32)) as well as the 3D electrical resistivity model 
which is based on 3D MT inversion (Wannamaker et al., 
2020). The size and electrical resistivity of the stimulated 
zone are based on Discrete Fracture Network modeling 
analysis (Finnila and Podgorney, 2020). We examine two 
fracture models. Fracture model 1 has resistivities of 2970 
Ωm in the x-axis and 190 Ωm in the y- and z-axes. 
Fracture model 2 features resistivities of 302 Ωm, 270 
Ωm, and 256 Ωm in the x-, y-, and z-axes, respectively. 
The downhole electrode is positioned at a depth of 1 km 
in the injection well, while the surface electrode is 
grounded 1.4 km away from the wellhead. The casing 
source EM responses are measured in observation wells 
58-32 and 78B-32 using a  three component high 
temperature EM sensor called the vertical EM profiling 
system (VEMP) (Wilt et al., 1997) 
 
To apply the workflow to the deviated well, we construct 
a layered resistivity model aligning with the resistivity 
structure along the trajectory of the deviated injection 
well (16A-78(32)) in the 3D FORGE MT model (Figure 
5b). Next, a vertical steel-cased well whose depth is the 
same as the measured length of the deviated well is 
inserted into the layered model. Finally, using the 3D 
SimPEG code, we simulate energizing the vertical well. 
The casing current densities are extracted along the 
vertical well from the SimPEG model and distributed 
along the actual trajectory of the deviated well in the 3D 
earth model. Note that the effects of casing’s magnetic 
permeability are not considered here.  
 
An important question is whether the casing current 
distribution from the verticalized steel-cased well can 
reasonably represent that of the true deviated well. In 
general, the current distribution from a verticalized well 
may not always closely resemble its deviated counterpart, 
because of the differing impact of a surface-grounded 
return electrode. In the context of the FORGE site, 
however, the proposed workflow is expected to be effective 
due to several key factors: 1) a highly-conductive steel-
cased well is embedded in highly-resistive granite bedrock 
within the zone where measurements will be made, 2) the 
shallow area where the well is vertical is covered with 
conductive sediments, 3) the downhole electrode is 
positioned at a substantial depth (i.e., 1 km) beneath the 
surface, and 4) a return electrode on the surface is grounded 
sufficiently distant (i.e., 1.4 km) from the well. Hence, at 
the FORGE site, the primary factor influencing casing 
current distribution and the rate at which the current 
'leaks' into the formation is reasonably assumed to be the 

resistivity contrast between the casing and the background 
resistivity, rather than the position of the return electrode 
or other factors. Thus, it is logically inferred that the 
current distribution along the vertical well reasonably 
represents the distribution for the deviated well. Figure 6 
shows casing source EM responses with and without 
fractures, indicating measurable signal amplitudes and 
sensitivity to both fracture models.   
  

 
(a) 

 
(b) 

Figure 5. (a) The Utah FORGE map showing the injection 
well and other observation wells. The red broken lines 
indicate a coordinate system with the center set at the 
wellhead of the injection well. The trajectory of the 
deviated part of the injection well is indicated by the 
magenta line. (b) A-A’(left) and B-B’(right) cross-sections 
of the Utah FORGE MT model featuring an expected 
stimulated fracture zone and a local coordinate system (red) 
used for describing the orientation of the fracture system. 
 
 

 
Figure 6. Comparison in EM measurements (the 1st row) 
at 50 Hz before and after stimulation, the phase (the 2nd 
row) and their relative amplitude differences (the 3rd row). 
The surface electrode is grounded at (-1.4km, 0km, 0km). 
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CONCLUSION 
 
We have introduced a novel modeling workflow designed 
for the efficient simulation of casing source EM responses 
in a 3D complex geology model. This approach combines 
the strengths of both 3D cylindrical-mesh-based and 3D 
tetrahedral-mesh-based EM modeling codes. Through 
illustrative examples, we have demonstrated the 
effectiveness of our workflow in scenarios involving a 
vertical cased well, multiple vertical cased wells, and a 
single deviated cased well. While we acknowledge that our 
proposed workflow may not encompass all the details 
associated with casing EM modeling, we believe it can 
serve as a valuable first-order approximation for assessing 
casing source EM responses to realistic 3D geology model. 
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Summary

We introduce an efficient and robust iterative framework based on the Block-Based PREconditioner for Square
Blocks known as PRESB for 3D controlled-source electromagnetic problems in frequency domain. We study
the robustness, efficiency and scalability of the iterative solver and compare it to other solution methods.

Keywords: iterative solution methods, preconditioning, numerical modelling, controlled-source electromagnet-
ics

Introduction

Electromagnetic (EM) surveys may comprise numer-
ous receivers and multiple sources in complex three-
dimensional (3D) settings with topography and sub-
surface structures. Accurate numerical forward or in-
verse modelling of such large-scale studies account-
ing for their respective survey setup as well as reliefs
requires large 3D meshes which may yield computa-
tional models of large proportion ranging from a cou-
ple to hundreds of millions degrees of freedom. Solv-
ing problems of these sizes is computationally chal-
lenging and expensive and consequently strategies
reducing the computational burden are paramount.
A key component of both the forward and inverse
problem is the solution of the algebraic system of
equations stemming from Maxwell’s equations, that
is solving a discrete system of the form Ux = b where
matrix U is sparse and non-singular and where x and
b denote the solution and source vectors, respectively.

In general, two types of numerical solution meth-
ods are employed to obtain solutions of linear sys-
tems of equations, namely direct and iterative ap-
proaches with their respective advantages and disad-
vantages. Direct methods find broad application due
to their generality, robustness and ease of use and de-
spite their high memory requirements (proportional
to O(N2) in 3D with N denoting the number of de-
grees of freedom) for large problems. Iterative solu-
tion techniques on the other hand are considered very
resource friendly, but may be afflicted by slow conver-
gence or even divergence if applied without adequate
and problem-specific preconditioning techniques as

preconditioning greatly improves the robustness and
efficiency of iterative methods.

The objective of this work is to present a devel-
oped and efficient iterative solution framework for
controlled-source EM problems. The framework is
shown to be robust to discretisation and material pa-
rameters. In addition, the framework is compared
against other iterative and direct solution methods.
Lastly, the scalability of the framework is investigated
and studied.

Method

The algebraic linear system of equations govern-
ing the physics encountered in frequency-domain
controlled-source EM problems based on a total field
formulation is given by

(K+ iMσ −Mε) e = b, (1)

where matrix K denotes the sparse symmetric posi-
tive semi-definite stiffness matrix, matrices Mσ and
Mε are the sparse symmetric positive definite mass
matrices. The vectors e and b denote the solution
vector and the right hand side vector.
This sparse symmetric complex-valued system can be
cast into an equivalent real-valued two-by-two block
system that reads as follows[

Mσ −(K−Mε)
K−Mε Mσ

]
︸ ︷︷ ︸

CRI

[
eR
−eI

]
=

[
bI

bR

]
, (2)

and belongs to systems of the more general type of
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form

A =

[
A −b B2

aB1 A

]
. (3)

For systems of this type and if matrix A is symmet-
ric positive definite and the non-zero scalars a and b
are of the same sign, there exists an efficient precon-
ditioner known as PRESB short for ’PREconditioner
for Square Blocks’ (see e.g. Axelsson et al., 2014) that
is of form

PPRESB =

[
A −bB2

aB1 A+
√
ab(B1 +B2)

]
(4)

and for which it can be shown that all the eigen-
values of the preconditioned system P−1

PRESBA lie in
the interval 0.5 and 1 (see e.g. Axelsson et al., 2016).
The clustering of the eigenvalues translates to excel-
lent convergence properties of the preconditioner. In
addition, the preconditioner is robust with respect
to mesh discretisation and material parameters. The
preconditioner possesses the following block factori-
sation[
A −BT

B A+B+BT

]
=

[
I −I
0 I

] [
A+B 0

0 I

] [
I 0
B I

]
[
I 0
0 A+BT

] [
I I
0 I

]
.

(5)

Applied to the two-by-two system (2), the compu-
tational cost of applying the PRESB preconditioner
amounts to solving to linear systems with Mσ +
(K−Mε) and Mσ + (K−Mε)

T , one multiplication
with the matrix Mσ and three vector additions. This
is equivalent to solving a system of the form[

Mσ −(K−Mε)
K−Mε Mσ + 2(K−Mε)

]
︸ ︷︷ ︸

PPRESB

[
w1

w2

]
=

[
f1
f2

]
, (6)

which is summarised in Algorithm 1 as

Algorithm 1: Solving linear system with
preconditioner PPRESB

1 Solve (Mσ +K−Mε)g = f1 + f2
2 Compute Mσg and f1 −Mσg
3 Solve (Mσ +K−Mε)h = f1 −Mσg
4 Compute w1 = g + h and w2 = −h

The linear systems in the above procedure constitute
discretised H0(curl,Ω) problems which can be solved
fast and efficiently using the auxiliary-space technique
(see e.g. Xu, 1996; Hiptmair & Xu, 2007; Kolev &
Vassilevski, 2009). Here, the auxiliary-space Maxwell
solver (AMS) implemented in hypre (Falgout & Yang,

2002) is used to precondition a generalised conjugate
residual method (GCR; Eisenstat et al., 1983) to ob-
tain solution to systems involving (Mσ +K−Mε).
Alternatively, the systems at hand can be solved us-
ing a direct solver such as MUMPS (Amestoy et al.,
2000) for example.

The two-by-two system given in equation (2) is
solved using a GCR method and preconditioned with
PRESB and the iterative solver is described in Al-
gorithm 2. The algorithm thus consists of an outer
solver with a nested inner solver. Each outer iteration
requires applying the preconditioner PRESB thus ne-
cessitating two inner solves as outlined in Algorithm
1.

Algorithm 2: PRESB-preconditioned GCR
method
Input: CRI,bR,I,Mσ +K−Mε,Mσ, initial

guess x0, tol
Output: eR,I

1 Set r0 = b−CRIx0

2 for i = 0, . . .m do
3 Solve PPRESBpi = ri using Algorithm 1
4 qi = CRIpi

5 qi = qi −
∑i−1

j=0 qj
(qi,qj)
(qj ,qj)

6 pi = pi −
∑i−1

j=0 pj
(qi,qj)
(qj ,qj)

7 αi =
(ri,qi)
(qi,qi)

8 xi+1 = xi + αipi

9 ri+1 = ri − αiqi

10 if ||ri+1||2
||r0||2 < tol then eR,I = xi+1 &

Stop
11 end

The iterative framework described has been imple-
mented using distributed-memory parallelism and
makes use of functionalities provided by the open-
source libraries PETSc (Balay et al., 2022), hypre
(Falgout et al., 2006) and MUMPS (Amestoy et al.,
2000) as a standalone Fortran code (see Weiss et al.,
2023). More recently, the iterative framework has
been added to custEM (Rochlitz et al., 2019) and
will be made available with the next version update.

Results

Robustness

The results presented in the following subsection sum-
marise the findings in Weiss et al. (2023). For the
reader’s convenience, the essential information and
observations are repeated here.

The robustness of the iterative framework is tested
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using two problems as depicted in Figure 1. Table 1
indicates relevant information about the model and
source for Problems 1 and 2.
All simulations presented are run using two MPI pro-
cesses on a AMD Ryzen Thread-ripper 2950X 16-
core processor with a clock frequency of 3.5 GHz and
with 128 GB RAM. Moreover, each computation is
stopped when the relative residuals of the outer and
inner solver dips below 10−12 and 10−3, respectively.

The iterative framework is tested for Problem 1 with
respect to variable frequencies as well as problem size
at the same time. Table 2 displays the outer iteration
counts and simulation times for three problem sizes
and for four frequencies spanning almost five orders
of magnitude. It can readily been observed that the
outer iteration count is very stable across the tested
range of frequencies. In addition, the outer iteration
count is independent of the problem size.

Problem 2 is used to asses the robustness of the it-
erative solver with respect to magnetic permeability
and dielectric permittivity. Results of simulations for
the chosen material properties (see Table 1) are given
in Table 3 and verify that the iterative framework is
robust with regard to variable material properties as
indicated by the outer iteration counts.

Comparison and Scalability

The iterative solver is compared to other solution
methods and tested with regard to scalability using
the crooked loop example on a three-layer Earth from
the custEM toolbox (Rochlitz et al., 2019). All simu-
lations are run using polynomial of first order on the
example’s finest mesh yielding 13′447′978 degrees of
freedom for the two-by-two system. The iterative pro-
cedure is terminated when the relative residual of the
outer algorithm falls below 10−8. All computations
times are obtain on a Dell PowerEdge R940 server
with four Intel Xeon Gold 6154 processors clocked at
3 GHz and 48 LRDIMM 64 GB, DDR4-2666, Quad
Ranks.

The preconditioner PRESB is compared to a highly
efficient block diagonal preconditioner (see e.g. Chen
et al., 2010; Grayver & Bürg, 2014). The numerical
experiments for this comparison are run using 56 MPI
processes. Figure 2 shows the convergence histories
for simulations using the PRESB and block diagonal
preconditioner, respectively, across four frequencies.
In addition, the corresponding simulation times are
annotated in the plots. It is evident that PRESB re-
quires fewer iterations to reach the desired relative
residual and thus saves some time compared to the
block diagonal preconditioner.

The scalability, time and memory requirements for
the direct solver MUMPS and the iterative frame-
work are compared in Figure 3. The plot on the left
displays the run times against the number of parallel
processes used and indicates that the iterative frame-
work reduces the simulation times by a factor of 2.9 to
3.8. On the right, the memory usage is tracked over
the run time for both the direct solver (blue) and it-
erative algorithm (red). Peak memory consumption
is annotated in the plot. Overall, the iterative frame-
work requires approximately one order of magnitude
less memory for this example with a system size of
13′447′978 than the direct solver MUMPS.

All in all, the developed iterative framework proves
highly efficient in terms of computational time and
memory requirements in comparison to the direct
solver MUMPS. Further, as indicated by the conver-
gence histories and the simulations times in Figure 2,
PRESB is slightly more efficient than the block diag-
onal preconditioner. As the implementation of both
preconditioners is based on similar building blocks,
changing to the preconditioner PRESB is straight for-
ward and simple and thus suggested.

Figure 3 further reveals the considerable potential of
the algorithm in terms of computational resources
which may be harnessed in inverse modelling by incor-
porating the iterative solver as an underlying engine
for it.

Conclusion

The numerical experiments attest to the robustness
of the PRESB-preconditioned GCR method with re-
gard to frequency, problem size, mesh discretisation
and spatially variable material properties, that is elec-
tric conductivity, magnetic permeability and dielec-
tric permittivity. Comparisons with other solvers
and the scalability example demonstrate the poten-
tial of the iterative solver in terms of computational
resources and as a possible future engine for inver-
sions.
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Figure 1: Schematic profile of Problems 1 and 2 (see Weiss et al., 2023).

Table 1: Model information for Problems 1 and 2

Model Problem 1 - Layered Earth Problem 2 - 3D model

Domain size [km3] 30× 30× 30 30× 36× 30

Coordinates of 3D body - (−4000, 2000,±331), (−3000, 2000,±331)
(−3000, 5000,±331), (−2000, 5000,±331)

Source type Grounded cable extending from
(−100, 0, 0) m to (100, 0, 0) m

Grounded cable extending from
(−75, 0, 0) m to (59, 0, 0) m

Source moment [Am] 100 100

Conductivities [S/m] σair = 10−8, σEarth = 10−4,
σlayer = 10−2

σair = 10−8, σEarth = 10−4,
σcover = 0.01, σore = 1

Relative permeabilities µair = 1, µEarth = 1,
µlayer = 1

µair = 1, µEarth = 1,
µcover = 1, µore = 1 or 10

Relative permittivities εair = 1, εEarth = 1,
εlayer = 1

εair = 1, εEarth = 5,
εcover = 20, εore = 1

Approximation order 1st 1st
# elements 54× 54× 54 332’580
# degrees of freedom 980’100 2’033’986

Table 2: Problem 1: Robustness with respect to problem size and across frequency for the iterative solver
shown by the outer iteration counts (Nouter

it ) and solving times (time [s]) (see Weiss et al., 2023).

frequency [Hz]

0.1 10 1000 8000

Problem size Nouter
it time [s] Nouter

it time [s] Nouter
it time [s] Nouter

it time [s]

980’100 7 42.2 16 79.3 19 70.2 18 96.8
3’641’400 8 152.9 15 286.4 18 272.6 19 310.2
6’879’600 8 343.4 16 646.5 18 521.8 18 790.5
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Table 3: Problem 2: Robustness with regard to spatially variable dielectric permittivity and for two different
magnetic permeabilities for the ore body across frequencies for the iterative algorithm shown by the outer
iteration counts (Nouter

it ) and solution times (time [s]) (see Weiss et al., 2023).

relative dielectric permittivity
of air, cover, host rock and ore body

εair
r = 1, εcover

r = 20,
εEarth
r = 5, εore body

r = 1

relative magnetic permeability
of ore body µr = 1 µr = 10

frequency [Hz] Nouter
it time [s] Nouter

it time [s]

0.1 9 590.4 11 691.6

10 16 282.3 16 279.8

100 23 278.5 24 285.1

8000 18 341.0 18 322.4
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Figure 2: Comparison of the convergence histories for the crooked loop example run across four frequencies
between PRESB and the block diagonal preconditioner. The subplots indicate the overall simulation time.
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Figure 3: Scalabilities and computational requirements (time and memory) for the iterative framework denoted
as PRESB-AMS and the direct solver MUMPS for the crooked loop example.
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SUMMARY 

The recent surge in artificial intelligence has garnered substantial attention among researchers, particularly in the context 
of incorporating machine learning algorithms into inversion procedures. In the realm of Computer Vision (CV), the 
Convolutional Neural Network (CNN) architecture has been identified as inherently enforcing prior knowledge, proving 
advantageous for addressing diverse CV inverse problems, including de-noising and inpainting. This intrinsic 
regularization effect has shown promise in enhancing models recovered through full waveform inversion of seismic, and 
it has the potential for application in other geophysical inverse problems. In this study, we examine the applicability to 
the inversion of DC resistivity data. The CNN maps an arbitrary vector to the model space (e.g., log-conductivity on the 
simulation mesh). The predicted subsurface model is fed into the SimPEG numerical simulation package to generate 
corresponding predicted measurements. Subsequently, the data misfit is computed by comparing these predicted 
measurements with the observed field measurements. This is combined with an L1 smallness term to form the objective 
function. The backpropagation algorithm is employed to update the trainable parameters of the CNN until convergence. 
Note that the CNN does not require training prior to the inversion, rather, the CNN weights are estimated in the inversion 
algorithm. Our preliminary work shows that we can recover models that are comparable to, and even superior to that 
obtained using a standard inversion. For example, we have found that relying on the implicit regularization of the CNN 
improves the recovery of the dip of a target when a standard L1 regularization is employed. This method is training-data-
free, so it can be adapted to other EM inversion problems. 
 
Keywords: Deep image prior (DIP), Convolutional Neural Network (CNN), Direct Current (DC) inversion 
 
 

INTRODUCTION 
 
The recent emergence of artificial intelligence has 
garnered significant attention from researchers, 
particularly regarding the integration of machine learning 
algorithms into the inversion algorithm. Researchers in 
Computer Vision (CV) have discovered that the Neural 
Network architecture inherently enforces a prior 
knowledge that is advantageous for addressing diverse 
CV inverse problems, including de-noising and inpainting 
(Hattori et al., 2021; Ulyanov et al., 2018). These works 
show that solving inverse problems in a self-supervised 
manner is feasible and sometimes has better performance 
than learning the prior in a supervised manner, which 
require a large training set, because of the inherent 
regularization effect in Convolutional Neural Networks 
(CNN) or Graph Neural Networks (GNN). 
 
In this abstract, we focus on the Direct Current (DC) 
resistivity survey, which is used for a range of 
applications including mineral exploration, groundwater 
studies, and a variety of environmental and geotechnical 
applications. The goal of the inverse problem is to find a 

conductivity model of the subsurface that is consistent 
with the observed data and other prior information or 
assumptions. There are several avenues through which 
prior information and assumptions are included in the 
inversion: the choice reference model, norms on the 
components of the regularization, and the model 
parameterization (e.g., using log-conductivity or a 
parametric model). In this abstract, we explore the use of 
a CNN to parameterize the model. Our experiments thus 
far show that we can recover models that are comparable 
to a standard inversion, and that there may be some 
advantages in using the CNN. Using an example of a 
dipping structure, we find that relying on the implicit 
regularization of the CNN improves the recovery of the 
dip of a target as compared to standard approaches.  
 
 

METHODS 
 
In the DC resistivity survey, transmitters on the ground 
inject a steady state electrical current into the ground and 
the receivers on the ground observe the resulting 
distribution of potentials (voltages) on the surface (Fig. 1). 
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The conventional way of solving this inverse problem is 
by iteratively updating the conductivity values for each 
cell in the mesh which discretized the subsurface. At each 
iteration, we input the current conductivity model into a 
numerical simulation package (a PDE solver based on 
Maxwell’s equations), whose output would be the 
predicted measurements. We define the objective 
function to be the summation of the data misfit term 𝜙! 
(i.e., the difference between predicted and field 
measurements) and the regularization term 𝜙": 
 

min
#
𝜙!(𝑚) + 𝛽𝜙"(𝑚), 

 
where m represents the conductivity model (see for 
example Oldenburg & Li, 2005). In our proposed method, 
the model, m, is parametrized by a convolutional neural 
network 𝐹$, where z is the fixed input of the convolutional 
neural network (i.e., m = Fz(w)), where w is the vector of 
weights in the CNN. Another update we make is how we 
“cool” the influence of the regularization. Rather than 
only reducing the trade-off parameter multiplying the 
regularization, we simultaneously decrease the trade-off 
parameter multiplying the regularization and increase the 
contribution of the data misfit by the same amount. We 
have found that when using first-order optimization 
methods employed in deep learning that this leads to 
better convergence. Thus, the objective function in our 
proposed method is: 
 

min	
%

	(1 − 𝛽)𝜙!/𝐹$(𝑤)1 + 𝛽|𝐹$(𝑤) −𝑚&'(|). 

Since the inverse problems in geophysics are typically ill- 
posed, the regularization plays a very important role in 
inversion.  

 
 
 
Figure 1: Transmitter and receiver in a DC resistivity 

survey (Cockett et al., 2016).  
 
To demonstrate, we consider a model that consists of 2 
layers with a dike in the second layer, as shown in Figure 2. 
We consider 3 different dip angles (first, second, and third 
rows) to test the robustness of the proposed model. We 

simulate a dipole-dipole survey with 348 data points. We 
perform several inversions with the conventional methods 
to serve as the benchmark. The second column used an 
approximate L0 norm on the smallness and an L1 norm on 
the smoothness; these inversions were performed without 
sensitivity weighting. The third column used an L0 norm 
on the smallness and an L1 norm on the smoothness, and 
these inversions were performed with sensitivity 
weightings. Our results using a CNN to parameterize the 
model are shown in the fourth column. Note that only a 
smallness term is used in the regularization, and an L1 
norm is applied.  
 
All models recover a conductive structure in approximately 
the correct location, but we see the influence of the first-
order smoothness in the standard inversion results, which 
tends to align structures with the axes along which we are 
regularizing (horizontal and vertical). The use of the CNN 
and only the smallness term is better able to recover the dip 
of the target. Although no explicit smoothness term is used 
in the regularization, we hypothesize that the CNN 
provides implicit regularization that promotes recovery of 
a reasonable target.  
 

DISCUSSION 

In this study, we examine the applicability of the inherent 
regularization effect from the CNN structure to the 
inversion of DC resistivity data by utilizing trainable 
weights within the CNN to parameterize the conductivity 
model. Namely, the CNN maps an arbitrary vector to the 
mesh space. The predicted subsurface model is then fed 
into the numerical simulation package to generate 
corresponding predicted measurements. Subsequently, 
the objective function value is computed. Compared to the 
objective function in the conventional methods, the 
objective function in the proposed methods doesn’t have 
the smoothness term and doesn’t use sensitivity weighting. 
The backpropagation algorithm is employed to update the 
trainable parameters of the CNN until convergence. Note 
that the CNN does not require training prior to the 
inversion, rather, the CNN weights are estimated in the 
inversion algorithm. Our preliminary work shows that we 
can recover models that are comparable to, and even 
superior to that obtained using a standard inversion. For 
example, we have found that relying on the implicit 
regularization of the CNN improves the recovery of the 
dip of a target when a standard L1-smallness 
regularization is employed (Figure 2). In general, the 
proposed method can also eliminate the problem that 
structures are concentrated near the electrodes in the 
recovered model. This method is training-data-free, so it 
can be adapted to other EM inversion problems.  
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CONCLUSION 

There are many choices of CNN architecture that can be 
employed and it’s likely that the best choice of network 
will depend on the nature of the expected model, we 
conduct inversions for the above examples (3 examples in 
Figures 2) with the same CNN architecture to illustrate 
the robustness of the method. The next step of this project 
would be further exploring this implicit regularization 
effect by looking at the inversion results using different 
depths of the CNN architecture, different modes for the 
up-sampling layers, and different kernel sizes and stride 
values for the convolutional layers. 
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Figure 2: The comparation between the conventional methods (middle two columns) and proposed 
method (the right most column) in three dike models with the different dip angles. The subplots on 
the second/third column are from the standard sparse-norms inversions without/with sensitivity 
weights respectively. The p and q values shown indicate the choice of norm used for the smallness 
and smoothness terms respectively. 
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SUMMARY 

Negative transient data in time-domain electromagnetic (TEM) are often explained by the induced polarization (IP) effect. 
However, a field example from a mineral exploration site in China proves that the 3D coupling effect, as a result of the 
strong literal variation in conductivity, can be a more appealing explanation. This article presents an interesting TEM 
dataset that confused geophysicists who were used to the conceptual model of 1D layered earth. Using the advanced fast 
3D modeling tools accelerated by the survey decomposition method and decentralized massive parallel computing, we 
can quickly establish some representative block models that help us understand and verify the mechanism of negative 
transient TEM data. The forward modeling exercises also generates a good candidate of the initial model for the 
subsequent inversion process, as the regular uniform subsurface models may lead to a non-convergence due to local 
minima. The outcome of our research is a robust workflow for 3D inversion in practice: fast forward simulation of ballpark 
models to search for an initial model sufficiently close to the truth, then warm-start the 3D inversion to fine-tune the 
small-scale structures.  
 
Keywords: time-domain electromagnetic, three-dimensional, inversion, negative transients, induced polarization 
 
 

INTRODUCTION 
 
The central-loop configuration of time-domain (transient) 
electromagnetic (TEM) places the receiver coil at the 
middle of the transmitter loop. Such a configuration, as 
well as the ones with a transmitter-receiver offset 
sufficiently small, has the advantage of a strong source-
target-receiver coupling and the ability of being adopted 
for airborne and other mobile platforms (Maurya et al., 
2023).  

It also appears repeatedly in literatures that the central-
loop configuration can be used to discriminate the 
induced polarization (IP) effect, which is indicative in 
mineralization, soil contamination and other applications. 
Theoretical studies have proven that only chargeable earth 
media characterized by the Cole-Cole model or alike can 
generate negative transient data for coincident loop 
systems (Weidelt, 1982). Recently, a number of works, 
particularly for the airborne TEM, have proposed 
different methods to extract valuable IP information from 
the negative data that were once discarded as 
uninterpretable data (e.g. Legault, 2015; Kang & 
Oldenburg, 2016; Maurya et al., 2022).  

However, to use the inductive source central-loop TEM 
for IP, one has to assume that the source loop can be 
regarded as a magnetic dipole. For non-dipole loop 
sources, negative central-loop data may not necessarily be 
the IP effect. This article reports a real dataset with 
negative transients that were thought to be the IP effect 

but later numerically and geologically proven to be the 3D 
coupling effect.   

In the following, we first describe the background of the 
site, the survey and the data; then some numerical tools 
were developed to enable people to efficiently explore the 
possibilities of 3D effects; eventually, we demonstrate 
how we used the tools to solve the puzzle, and to yield a 
conclusive model through a warm-started 3D inversion. 

 

SURVEYS AND DATA 
 
The field data were collected at a polymetallic mining site 
in Guangdong province, south China. The survey area is 
composed of two distinct geologic units, the Cambrian 
Gaotan Formation made of fine-grained quartz sandstone 
and the Cambrian Niujiaohe Formation composed of 
siltstone and metamorphic sandstone (Figure 1). Rock 
samples from the Gaotan Formation on the southeastern 
side of the area have measured resistivities from 8000 to 
20000 W×m; the Niujiaohe Formation on the northwestern 
side is in the range from 46 to 200 W×m. 

A survey line of receiver stations was planned from the 
distance 340 to 2160 m at a 10 m spacing. Six rectangular 
transmitter loops of 750 ´ 150 m were deployed to cover 
the entire line, so that the receiver stations are always in 
the central portion of the loop where the primary magnetic 
field is mostly vertical (Figure 1). At each station, the 
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dBz/dt data were measured at 28 time channels from 
0.05262 to 24.291 ms with a step-off current waveform.   

 
Figure 1: Geological map and the survey layout. The 

blue dots mark the receiver stations; two of the six 
rectangular transmitter loops are outlined by green. 

The TEM decay patterns along the line is variable (Figure 
2). Consistently normal and slow decays are observed at 
the stations smaller than 1000 m (Figure 3a); clear 
positive-negative sign flips are found at the stations 
around 1000 m (Figure 3b); the stations beyond 1100 m 
are characterized by rapid positive decays followed by 
noises (Figure 3c).   
 

(a) 

 
(b) 

 

(c) 

 
Figure 3: TEM decay data at select stations. 

The 1D layered earth inversions were first performed 
(Figure 4). Some stations are missing on the cross section 
as the result of negative transient data and high noise. The 
negative transients around Station 1000 m are clear 
signals, and some practitioners proposed to interpret it 
using the Cole-Cole IP model. We did not think so. Most 
IP effects are found in a resistive background, where the 
induced currents can dissipate quickly, leaving alone the 
opposite discharging currents of the IP effect. It is 
unlikely IP-caused negative transients can be observed at 
the stations close to the conductive Niujiaohe Formation. 
Our hypothesis is that the rectangular source loop cannot 
be treated as a dipole source, and the 3D coupling between 
the large loop and the geologic structure is responsible for 
the sign flips in the central-loop data.  

 
Figure 4: Stitched 1D inversion models. 

 
 

SURVEY DECOMPOSITION METHOD 
 
3D numerical simulation is necessary to verify our 
hypothesis. While rigorous 3D TEM modeling methods 
have been long established, practitioners often find it 
unpractical to use because of the long computing time 
compared with the 1D and plate modeling. In general, 
people manipulate models and expect to obtain the 
responses in seconds or minutes. To meet the need of 
timely trial-and-error forward modeling, we develop fast 
3D modeling tools using the survey decomposition (SD) 
(Yang & Oldenburg, 2016).  

In our implementation, the large source loop is treated as 
a combination of magnetic dipoles. Depending on the 
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time channel or the spatial scale of EM induction, the loop 
needs to be divided finely for the early times and coarsely 
for the late times. The resultant dipole source-receiver 
pairs are then efficiently modelled using local meshes 
customized for individual pairs (Figure 5). The time 
stepping for TEM is also decomposed to allow multiple 
time steps to be computed in parallel and at scale-adapted 
step sizes, so late times do not need to wait for the early 
times. Each decomposed subproblem is only for one 
datum and is solved on a local mesh only accommodating 
a dipole source and a receiver operating at a certain time 
channel.  
 

  

 
Figure 5: Decomposition of source loop and the local 
meshes for early (left), middle (middle), and late (right) 
time channels. 

Our 3D TEM algorithm adopts the finite volume method 
on rectilinear meshes; the time stepping is based on the 
implicit backward Euler method; the linear system of 
equations is solved by the parallel direct solver MKL 
PARDISO; the code is written by C++. We present some 
metrics of an example TEM sounding (Table 1). The 
sounding consists of 25 time channels from 0.1 to 30 ms. 
The early times require finer decomposition of the loop 
and smaller time steps; for time channels later than 4.7 ms, 
the large loop can be effectively represented by a single 
magnetic dipole. The local meshes are relatively small at 
the order of dozens of thousands of cells. The computing 
time of each subproblem varies from 7 to 14 s. If the 
independent subproblems are solved on a cluster with 
sufficient nodes, the 3D modeling of this sounding can be 
finished in seconds. 

The independency of subproblems after SD makes the 
method particularly suitable for massive parallelization. 
In another test with 2850 subproblems, SD shows a good 
linear scalability from 100 nodes (4000 cores) all the way 
up to 780 nodes (31200 cores) (Figure 6). Further speed-
up can be expected on even larger clusters or cloud 
computing.  

Table 1: Decomposed subproblems of one sounding. 

 

 
Figure 6: Acceleration in the environment of massive 
parallelization. 

 
FORWARD SIMULATION 

 
A number of block models are constructed to investigate 
the positive-negative transient data around Station 1000. 
Each forward modeling is decomposed to 1755 
independent subproblems. The computing time of those 
subproblems on 50 cluster nodes is about 3.8 minutes, 
short enough for people to carry out trial-and-error 
simulations for hypothesis tests.  

After some trials, we construct a contact model to 
reasonably reproduce the positive-negative transients 
observed in the field. The model consists of a resistive 
quarter-space of 10-4 S/m and a conductive quarter-space 
of 10-2 S/m; a very conductive block of 102 S/m is 
embedded in the conductive side and is out-cropping. 
When the transmitter loop is placed across the contact 
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boundary (Figure 7a), the receivers off the conductor can 
observe sign-flipped transient data (Figure 7b).  

We offer an intuitive explanation of such a phenomenon. 
At early times, the induced current is strong in both the 
conductive and the resistive sides, so the transients are 
positive. After a period of time, the induction on the 
resistive side disappears quickly, leaving only a 
horizontally circular eddy current on the conductive side. 
So, at late times, the receivers outside of the conductor 
measure the magnetic field generated by the slowly-
decaying eddy current loop confined in the conductor.  
 

(a) 

 
(b) 

 
 
Figure 7: Forward simulation of conceptual models. (a) 
A contact and block model and the layout of source loop 
outlined by the red rectangle; (b) The simulated TEM data 
at the receiver locations marked by the red dots. 
 

INVERSIONS 
 
The TEM data from the transmitter loop that contains 
strong positive-negative transients (Figure 3b) are chosen 
for 3D inversion. The first attempt of 3D inversion is 
carried out with a starting model of a uniform subsurface. 
However, the inversion stalls in a local minimum after a 
few iterations with little improvement in the data misfit 
(Figure 8a). The recovered model does not represent 

anything geologically meaningful or tendency of moving 
towards reasonable models (Figure 8b). The reason is that 
it is impossible for the inversion to fit the negative data by 
knowingly generating strong lateral variations. 
Mathematically, the starting model is not sufficiently 
close to the true model, so the gradient-based model 
search may fail.  
 

(a) 

 
(b) 

 
Figure 8: 3D inversion starting from a uniform 
subsurface. (a) Convergence curve of the data misfit; (b) 
Resultant conductivity model.  

Next, the model from the forward simulation (Figure 7a) 
is used as the starting and reference model to “warm-start” 
the inversion. Although such a model contains some 
unrealistic conductivities and boundaries, it has the 
critical ability of generating positive-negative transients, 
a significant step in fitting the negative data. The 
subsequent inversion iterations can further polish the 
model in the L-2 smooth manner. The warm-start 
inversion is able to converge to a normalized misfit close 
to unity (Figure 9a). The positive-negative transient data 
are adequately fit (Figure 9b). The final inversion model 
resembles the ballpark structure in the starting model, but 
some small-scale features are fine-tuned by the inversion 
(Figure 9c). The final model confirms the contact between 
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the conductive Niujiaohe Formation and the resistive 
Gaotan Formation. The credibility of the model is also 
supported by an independently processed CSAMT 2D 
inversion model along the same survey line (Figure 9d).  
 

(a) 

 
 

(b) 

 
 

(c) 

 

(d) 

 
Figure 9: 3D warm-start inversion. (a) Convergence of 
the data misfit; (b) Fitting negative transient data; (c) 
Recovered 3D model; (d) CSAMT inversion result. 
 
 

CONCLUSION 
 
We presented an educational and inspiring case study that 
highlights the importance of 3D EM inversion and 
interpretation. The following can be learned. 

Negative transient data in central-loop TEM are not 
necessarily the IP effect; the 3D coupling effect can also 
generate negative data if a large source loop encloses 
conductive and resistive terrains, and the in-loop receivers 
are off the conductive terrain. 

The fast forward modeling powered by the survey 
decomposition is highly parallelizable and can respond to 
hypothetical model tests in seconds or minutes; the fast 
modeling tool is the key to quickly understand the 
measured data in practice. 

We recommend to use the representative ballpark models 
from the forward exercise to warm-start the 3D inversion 
for a stable convergence and robust recovery of model. 
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Figure 2: TEM data along the survey line. The red and blue dots indicate the positive and negative data respectively. 
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